Tel Aviv University
Lester and Sally Entin Faculty of the Humanities

Department of Linguistics

THREE NPS WALK INTO A SENTENCE: CAN
AGREEMENT AND RESUMPTION IMPROVE

CENTER EMBEDDING SENTENCES?

MA thesis submitted by
Hila Davidovitch

Prepared under the guidance of

Prof. Aya Meltzer-Asscher

October 2021



TABLE OF CONTENTS

A BSTRACT 1uueeeteeeettttteeeeeeerertsunateeeeeseseranaeeessssssssnnaesesesssssssnseseessssssssnneesessssssssnsesesssessssnnnneesssssssssnnnenseens 3
ACKNOWLEDGMENTS ..vteetiiuttteesaureeeesareeeesareeeesaaseeessaseeessanseressaaseseessaseseesaaseneessaseneessanseeessanseeessanseeessanee 5
1 INTRODUCTION ...ttt eeettteeeretteeesttuaeesstneeestaaeesstneeessnneessnneesssnaeeessnneesssnneesesnaeesssneeessnneesssnaeeessnns 6
1.1 CENTER EMBEDDING . cittuuuiieiieettttiuiieeeeeeeettttuaeeeseesssmsmnaeeeessssmsmmmeesesssssmmmetessssmmmmneeeere 6
1.1.1  Experimental research on center embedding ......coovvvuiiiiiiiiiiiiiiiiiiiii s 7
1.1.2 Accounts of center embedding .....c..cvviiiiiiiiiiiiiiiiiii s 8
1.2 RESUMPTIVE PRONOUNS .. tttuetetttieteettteeeettueeerttesesenneesetnesereuneessmnseemmmmeeermsmaesssmaeeermmneeres 10
2 RESEARCH QUESTIONS ..tttttesteteuteneesessessessessessessensesessessessessessensensensenseneesessessessensensensensesessessessenss 11
3 EXPERIMENT 1 .oiiiiiiiiiiiiiiiiiiie ettt st e e e s e et e e e e s s s b re et e e e e s e sanaraaesesesssnas 12
3.1 By 230 1 5 () 0 TSP OO PP PPPPPROPPN 13
311 PARTICIPANTS «veeuveeutesueesueenteentesnsesueesueesseesseensesnsesssesseensesnseensesssesnsesssesseesseensesnsesnsesssesssessesssesnsessseseesses 13
3,12 MATERIALS wevtteiiittiiiiiitieiiittes sttt e s sab e e s sba e s s aba e e s sab e s e s s bb e s e s bbb e e s s bbe e s e sab e s e s abaaeesbbeeessabanesaanns 13
3.1.3 PROCEDURE .etttiiittiiiiiiite ittt sttt ettt e st ssbas e saba e e s saba s e s s bbe s e s abae e s sbbeesesabasesebaaessnbeeessnbanesannns 14
3.2 RESULTS ettt e e st e e e e e s s ea e e e e e e s s nsreeeeee s 14
3.3 DDISCUSSTON ..ttt e et e e e e s s s b et e e e e s s e s nareteeeessesannnnnes 15
4 L 5 2 1Y 11\ /U 16
4.1 B i = (@ ) TP 16
L O SN g b (00 12N\ PPN 16
412 IMIATERIALS oiiiiiitiettee ettt e ettt e e s sttt e e et e b e e et e e e s e s b e e et e e e s s naba e et e e e sesnaraeeeeeesesannranneeeess 17
413 PROCEDURE ..cuttttittettettetetesse st st et et et e e st sbesbesheeat e e e bese e b e s bt eheeae e st et e sseabesbeebe e st essense b enbesbeebesseennennens 19
4.2 R R 1 5 1 TN 19
43 B ) O BT [ )PP 20
5 GENERAL DISCUSSTON tttttuuueetteetttttuuueseesessessmnnseessessssmmmmeesesssssmmeteessemmmmmmteeermm. 21
5.1 (Non-)Effects of feSUMPHON ...ttt s 21
52 Verb question effeCt .o 22
6 FUTURE RESEARCH ....ittieieetiieeeeitee e e tteeeestteeeetta e e s staeses st aesannnsesesnnasesnnsaessnnnseresnssesnnnnseensnneernsnns 24
REFERNCES....cttttiiiiiiiiiitie ettt et e e s e e e e e s s s a s e e e e e s s s bbb e e e e e e e s s sanrraseeees 27
APPENDTIXES e uttettttesirte sttt estte st e sir e sreeesbtesbe e s sbaeesbe e e sabeesbe e s bae e s beeesbatesab e e s ba e e sab e e e ba e e s ar e e s raeesree et 30
APPENDIX A — EXPERIMENT 1 MATERTALS....eiititiirteinieeiiitesireesreeesreesneessmneesneeesineesneessnneesanesessnes 30
APPENDIX B — EXPERIMENT 1 INSTRUCTTIONS t1ttuueeeeeerersruneeeeeesesesnniaeeeeessssssmnmeeeeesssssssmaeeesssssssnnnnns 31
Appendix C — Experiment 2 MaterialS......ccvvviiiiiiiiiiiiiiiiiiii i 32
APPENDIX D — EXPERIMENT 2 INSTRUCTIONS . .ceettttiteeteeeeeeeeeeeeeeeeeeeeeeeeeeeeesseesesesesesesesesssesseseesseeseeees 34



ABSTRACT

Center Embedding sentences, such as "The salmon that the man that the dog bit smoked tasted
good', which contain two nested object-relative clauses, are notoriously difficult to process
(Chomsky & Miller, 1963; Baltin & Collins, 2008). Two main explanations have been offered for
this difficulty. Gibson (1998) argues that it stems from maintenance and integration costs:
prohibitively high integration costs at the second verb, exceed the working memory capacity of
most comprehenders, who subsequently fail in assigning the fillers to their corresponding verbs.
In contrast, Lewis & Vasishth (2005) claim that the difficulty in these structures arises at retrieval:
in the absence of sufficient cues, retrieval of the filler at the verb site fails due to the similarity

between the three NPs, leading to interference.

This study focuses on Hebrew center embedding sentences and examines whether their perceived
comprehensibility and de facto comprehension can benefit from the presence of: (i) agreement
features differentially marking the three NPs and identifying every verb's subject, and (ii)
resumptive pronouns (grammatical and rather freely used in Hebrew), which can aid retrieval by
allowing more processing time, and/or by exhibiting the fillers' agreement features, thus

unambiguously identifying the verb's object.

Experiment 1 (160 participants) addressed this question using a comprehensibility rating task. It
included four conditions crossing the factors DISTINCT AGREEMENT (agreement features on the
three subject NPs are all identical vs. all different) and RESUMPTION (verb objects are either gaps
or resumptive pronouns). Participants read the sentences at their own pace and rated their
comprehensibility on a 1-7 scale. Results revealed that neither DISTINCT AGREEMENT nor
RESUMPTION significantly affected comprehensibility. There was a significant interaction between
the two factors (p=.03), signaling an advantage of distinct agreement only in the absence of

resumption.

Experiment 2 (192 participants) used end-of-sentence comprehension questions. Experimental
sentences were of the same four conditions as in Experiment 1. The comprehension questions
manipulated VERB QUESTION, targeting either the first (most embedded) or second verbs' objects.
Sentences were presented word by word at a rate of 400ms per word + 200ms inter-stimulus
interval. Results showed that DISTINCT AGREEMENT significantly improved comprehension
(p=.004), while RESUMPTION did not. The interaction between the two factors was non-significant,
meaning the cancelling-out effect resumptive pronouns had on the advantage of distinct agreement

was not observed, contrary to Experiment 1. Results also revealed an effect of VERB QUESTION



(p=.001), such that the most embedded verb (and the resolution of its object dependency),
presented the most difficulty. The interaction between VERB QUESTION and DISTINCT
AGREEMENT was significant (p=.001), showing that while resolution of the dependency at the most
embedded verb, and hence its comprehension, was not aided by distinct agreement, distinct

agreement did aid the comprehension of the second verb.

The results of Experiment 2 suggest that center embedding sentences are comprehensible to some
extent, especially given aid by distinct agreement. In contrast, resumption, though potentially
identifying each verb's object unambiguously, did not help comprehension. These results suggest
either that resumptive pronouns are not used by comprehenders for retrieval, or that interference
had arisen already during the encoding of the three similar NPs (Gordon, Hendrick & Johnson,
2004; Villata, Tabor & Franck, 2018), rendering the fillers not sufficiently distinct for successful
retrieval at the verb. Resumption was not only unhelpful, but it also cancelled out the advantage
offered by distinct agreement in Experiment 1. This finding can be explained similatly to the
'missing V2' effect, the observation that center embedding is better accepted when only two of the
three verbs appear (Frazier, 1985; Gibson & Thomas, 1999). Gibson & Thomas suggest that in
such cases one of the dependencies is compromised, thus concealing the processing difficulty.
Adopting this idea, it can be assumed that resumption blocks the option to neglect one of the

dependencies, leading to decreased ratings.



ACKNOWLEDGMENTS

The first, and biggest, thank you goes to my advisor, Prof. Aya Meltzer-Asscher, for her patient
guidance, endless help and constant support. I was introduced to the field of Psycholinguistics
during the last year of my B.A. when I was a TA in one of Aya's classes. Even though I lacked
some required background, she enthusiastically welcomed me to her lab and helped me out of a
mid-academic-life crisis of not knowing what field to focus on in my upcoming M.A. It has since

been a privilege and a pleasure learning from her and working with her.

I'also thank Dr. Einat Shetreet for thought provoking feedback, insightful advice, and well-

timed moral support.

I thank current and former faculty members Prof. Mira Ariel, Prof. Outi Bat-El, Prof. Tal Siloni,
Prof. Julia Horvath, Dr. Irena Botwinik, Dr. Evan Cohen, Dr. Roey Gafter and Dr. Nirit
Kadmon, who all taught me something interesting and invaluable about Linguistics. I also thank

my former TA and now friend Hadas Yeverechyahu, for her encouragement over the years.

I am forever indebted to Ruti Zussman, for moving mountains, offering support and being a joy

to be around, even through the most hectic of times.

I thank the members of the Sentence Processing Lab and Cognition and Language Learning Lab
at Tel Aviv University for their feedback and assistance on this work, including former member
Dr. Tal Ness, for her immeasurable help and astute advice. I also owe a special thank you to
former member Dr. Maayan Keshev, for being both a colleague and a friend, and for salvaging

my research and my sanity several times.

Almost last, I thank my friends in the Linguistics department and out of it: Adi Elad, Alon
Fishman, Avital Zaruvimsky, Daniel Asherov, Hagar Scutelsky, Hezi Shabanov, Nicole Katzir,
Nitzan Trainin, Noa Geller and Stav Klein, for their continuous help and support, but most

importantly for always being there for me (with or without coffee).

Finally and most specially, thank you to Haggy and Moshe, the best parents a person could hope

for. For unconditionally loving me and unfailingly supporting me, in this and in everything I do.



1 INTRODUCTION

Research on sentence processing aims to characterize the mechanisms which underlie language
comprehension in real time. Successful processing and comprehension rely on encoding and
maintaining linguistic representations in working memory, and later on retrieving and integrating
them into the incrementally built representation of the entire sentence. Much of the work in the
field has focused on the operation of these processes in structures where non-adjacent elements
need to be integrated, in particular filler-gap dependencies. In these dependencies, a phrase, the

filler, appears clause-initially, but is interpreted in a downstream thematic position, the gap.

One way to uncover how these processes operate is to examine what causes them to fail. When
encoding or maintaining a filler's featutres, or when retrieving these features at the integration site
fail, processing difficulty might arise and comprehension might be impaired. One such notorious

case is that of center embedding sentences.

1.1 CENTER EMBEDDING

Center embedding sentences, such as that in (1), consist of (at least) two nested object-relative
clauses. These sentences contain three successive NPs followed by three verbs, meaning there are

maximally five dependencies to resolve, as illustrated below:

(1) a. The salmony [that the man;j [that the dog, bit _j | smoked _ | tasted good.

| | ' J

Three subject-verb dependencies need to be resolved at the verb site: 'bit' needs to be linked to

'the dog'; 'smoked' needs to be linked to 'the man'; "tasted' needs to be linked to 'the salmon'. The
two remaining dependencies that need to be resolved arise at the (in this example, gapped) verb
object position: the object of 'bit' needs to be linked to its antecedent 'the man' and the object of

'smoked' needs to be linked to its antecedent 'the salmon'.

When confronted with such sentences, speakers very consistently report comprehension failure
and even perception of ungrammaticality. These sentences are thus generally agreed to be difficult

to process and comprehend (Chomsky & Miller, 1963; Baltin & Collins, 2008).

The accepted view, following Chomsky's distinction between competence and performance, is that
there are no constraints (quantitative or combinatory) on embedding (Chomsky, 1956, 1965). In

principle, the sentences in (2) become increasingly complex with the addition of each embedded



clause, so that (2¢) should be somewhat harder than (2b), similarly to (2b) being somewhat harder
than (2a). However (2c) is so complex that it is essentially un-processable (Gibson, 2000). Center
embedding is thus a hallmark phenomenon demonstrating the limitations imposed by

performance.

(2) a. The reporter disliked the editor.
b. The reporter s'[who the senator attacked] disliked the editor.

c. # The reporter s'[who the senator s'[who John met] attacked] disliked the editor.

1.1.1 Experimental research on center embedding

Experimental studies on center embedding have mainly gathered complexity, comprehensibility
ot acceptability ratings. An early study by Hamilton and Deese (1971) measured
comprehensibility percentages in 3 sentence configurations: center embedding forms (e.g. "The
choir that the organist that the congregation complimented directed sang new hymns"), right
branching forms (e.g. "The congregation complimented the organist that directed the choir that
sang new hymns") and "mixed" forms (e.g. "The choir that the organist directed that the
congregation complimented sang new hymns"). Participants listened to the sentences and
categorized them as either comprehensible or not. The center embedding sentences received the

lowest percentages overall.

Few studies have tested de facto comprehension. Stolz (1967) used a comprehension task in which
participants were read sentences and asked to break each one down into its component clauses, in
the form of a list of simple sentences. Successful comprehension was assumed in cases where all
verbs appeared, each with its correct subject and object. Results showed that half of the center
embedding sentences were not correctly analyzed and fully comprehended. Schlezinger (1975)
tested comprehension of center embedding sentences in Hebrew. Participants read complex
sentences and were presented with two wh-questions following each one. Each question targeted
both the subject and object of one of the embedded verbs. Participants had to fill in blanks
surrounding the relevant verb. Every sentence was scored on a scale of 0 to 4, reflecting how many

nouns were correctly filled in. Center embedding sentences received the lowest scores, with a mean

of 1.71.

Interestingly, some findings suggest not all center embedding sentences are equally difficult. For
example, center embedding sentences containing a pronoun or proper noun as their third NP, as
shown in (3) and (4) respectively, are judged as less complex than those containing three full NPs

(Warren & Gibson, 1999):



(3) Abook [that some Italian [that I have never heard of] wrote] will be published soon by MIT press.

(4) The reporter [who the senator [who John met] attacked] disliked the editor.

In addition, there is evidence that this difficulty is less extreme in other languages. Vasishth,
Suckow, Lewis & Kern (2010), showed better comprehension of center embedding sentences in
German compared to English: German speakers answered comprehension question with 65%

average accuracy rates, while English speakers answered with 54% accuracy rates.

Considering theoretical frameworks have since been updated and experimental methodologies
have developed and become more reliable, it seems worth re-examining the extent to which center
embedding sentences are in fact incomprehensible. Before turning to the current study, a brief

review of prevalent accounts of findings on center embedding is presented.

1.1.2  Accounts of center embedding

The first attempt to capture the complexity of center embedding sentences and explain their
standout difficulty is attributed to Yngve (1960). He assumed a limited capacity working memory
and surmised that the difficulty of center embedding sentences stems from failure to retain a high

number of unresolved syntactic dependencies. Consider sentence (5):
(5) The boy [who the teacher [who the neighbor saw]| met] fell.

After processing 'neighbot’, there are five untresolved dependencies: "The boy' awaits a verb for
which it will be the subject; the first 'who' awaits a verb for which it will be the object; 'the teacher'
awaits a verb for which it will be the subject; the second 'who' awaits a verb for which it will be

the object; and 'the neighbot' awaits a verb for which it will be the subject.

In the same vein as Yngve's analysis, Lewis (1990) claims the difficulty rises from maintaining open
dependencies of the same type. Specifically, at the point of 'neighbot’, there are three nominative-

marked NPs ('the boy', 'the teacher', 'the neighbor") awaiting a verb's subject position to fill.

More recently, two main accounts have been proposed to depict the breakdown in center

embedding sentences, each capturing the difficulty based on a different component of processing.

Gibson (1998) proposed the Dependency Locality Theory (DLT) to describe the use of
computational resources in sentence processing and comprehension. He claims that

resources are required for two aspects of constructing an interpretation for a sentence:

(i) Maintenance of an already built structure, which includes keeping track of unresolved

dependencies.



(i) Integration of each word into the built structure, which has two components: (a) structural
integration, which is a predicative process connecting a word into the already built structure,

and (b) discourse integration, during which discourse referents are constructed or accessed.

Gibson attributes the difficulty in center embedding sentences to both maintenance and
integration costs. As far as maintenance, he suggests that the memory load associated with keeping
track of the three fillers (nouns) and the predictions associated with them exceeds the working
memory capacity of most comprehenders. Subsequently, the parser fails in assigning the fillers to
their corresponding verbs and the resolution of the dependencies fails. As for integration, costs
are calculated using energy units (EUs). Discourse integration requires constructing a new
discourse referent for every verb and (lexical) noun in the sentence, consuming one EU per
referent. Structural integration complexity depends on the distance between the two words being
integrated. It rises as the distance grows and more EUs are consumed per each new discourse
referent in the intervening region, leading to incremented costs. According to Gibson, a sentence's
perceived complexity is largely determined by the local maximal integration cost. For example, in

sentence (2c), presented here again as (0), integration costs reach a maximum at the second verb:
(6) The reporter s'[who the senator s'[who John met] attacked] disliked the editor.

The processing of 'attacked' consumes 7 EUs: 1 to build the verb's discourse referent; 2 to link it
to its subject, 'the senatot', across two intervening referents: 'met' and 'John'; and 4 to link the
object position gap to its antecedent, 'the reporter’, across 4 intervening referents: 'attacked', 'met’,

'John' and 'the senator'.

The DLT accounts for the previously mentioned finding regarding reduced complexity of center
embedding sentences containing pronouns, as in (3). Gibson assumes that 1% and 2™ person
pronouns do not require constructing a discourse referent, thus reducing the maximal integration

cost which translates into lower complexity ratings.

Another prominent account was suggested by Lewis & Vasishth (2005) in the cue-based retrieval
framework. In this model, linguistic elements are encoded and stored as bundles of feature-value
pairs. During processing, incoming words which need to be integrated into the existing structure
trigger a search for specific previously encountered constituents. This search is guided by feature
values that the current dependency requires. For example, a verb will initiate a memory search for
a constituent which can complete its required subject-verb dependency. When the searched
features are matched to previously provided cues, successful retrieval occurs. Following Lewis

(2000), the authors embrace the notion that there is no serial order representation in sentence



processing, and parsing is rather based solely on cue-based associative retrievals. For example, in

the sentence (7), 'the reviewers' is encoded as a PLURAL, ANIMATE, NOMINATIVE NP:
(7) The musician [who the reviewers praise so highly] will likely win the Grammy.

Upon arriving at the verb 'praise’, its subject (an animate, nominative-marked NP) needs to be
retrieved. The verb also bears plural agreement, generating a PLURAL retrieval cue. "The reviewers'
perfectly matches the verb's retrieval cues and is thus very likely to be correctly retrieved as its

subject.

Lewis & Vasishth (2005) suggest that the difficulty in center embedding sentences arises at the
retrieval portion of processing. The basic problem with center embedding sentences is that they
contain multiple attachment points that require distinguishing candidate constituents primarily or
exclusively based on their relative serial order. Specifically, there are two active fillers and two
predicted embedded clauses that must be properly distinguished by serial order to make the correct
attachments at the verbs. However, since serial order per se is not represented, and retrieval cues
at the verbs are insufficient to distinguish between the three candidates, similarity-based
interference arises during retrieval, making these sentences likely to be mis-parsed. For example,
in sentence (1b), presented here again as (8), the verb 'liked' only cues that it needs an ANIMATE

NP subject and an NP object:
(8) The boy [who the neighbor [who the guestliked | saw | fell

At this point there are three NPs maintained in working memory, all (singular) animates. The
retrieval cues provided by the verb are insufficient to distinguish between the three NPs and
similarity-based interference leads to failure to identify and retrieve the correct arguments of the

verb.

1.2 RESUMPTIVE PRONOUNS

Resumptive pronouns (RPs) are overt elements which appear at the tail of a wh-dependency, where
a gap would otherwise appear. They appear rather freely in languages termed "grammaticized
resumption" languages (Sells, 1984), e.g. Hebrew. In other, "intrusive resumption" languages, e.g.

English, their occurrence is more restricted and they are generally judged as ungrammatical.

A prevalent observation in the literature is that the acceptability of resumptive pronouns increases
in environments that are considered harder to process, such as islands and deeply embedded
positions (Ross, 1967; Ariel, 1999). These findings have led to the claim that resumptive pronouns
may serve a facilitatory processing function in such complex structures, perhaps in aiding the

retrieval of a less accessible filler. The evidence for such a processing advantage in intrusive

10



resumptive languages is mixed, with some studies showing that resumptive pronouns can serve to
repair island violations (Han, Elouazizi, Galeano, Gérguli, Hedberg, Hinnell, Kim, Kyeong-min
& Kirby, 2012), and others showing that resumptive pronouns did not raise island sentences'
acceptability compared to gaps (Alexopoulou & Keller, 2007). Studies on resumption in Hebrew
reveal that in relatively simple to process structures resumptive pronouns elicit lower acceptability
ratings (Meltzer-Asscher, Fadlon, Goldstein & Holan, 2015). They were, however, found to
increase grammaticality of islands (Farby, Danon, Walters & Ben-Shachar, 2010; Keshev, 2016;
Keshev & Meltzer-Asscher, 2017). This raises the possibility that in grammaticized resumption
languages, resumptive pronouns may have some processing function in complex structures after

all.

In the case of Hebrew center embedding sentences, resumptive pronouns could aid in resolving

the dependencies, namely in retrieving the object of the verb, in two ways:

(i) Wagers & Phillips (2014) argued that in long dependencies, additional time is needed for
retrieval of the filler's semantic information. Resumptive pronouns, being pronouns, are about
200-300 ms long. As successful retrieval is estimated to take 85 ms (McElree, Foraker & Dryer,
2003), resumptive pronouns could allow the comprehender the needed extra time to retrieve
and integrate all the relevant information associated with the filler, before new lexical
information arrives and requires processing. In sentences with no resumption, a verb would
be followed by another verb, with its processing costs, higher than those of a pronoun, and

therefore no extra processing time will be afforded, leading to increased difficulty.

Resumptive pronouns bear the gender and number agreement features of their fillers (McCloskey,
20006). They can therefore serve as retrieval cues, by unambiguously discriminating between
potential fillers, providing they are marked with distinct agreement features. This should minimize

interference and enable accurate retrieval.
2  RESEARCH QUESTIONS

As presented in the introduction, previous studies on center embedding sentences in English
revealed that some factors (e.g. the use of a pronoun instead of lexical noun) can contribute to
their acceptability and reduce their perceived complexity. Hebrew has unique qualities which

makes it a prime candidate to further investigate such ameliorating factors.

In most languages, verbs must agree with their subjects in number, person, gender and sometimes
other features in order to establish a grammatical formation (Mallinson & Blake, 1981). Hebrew,

unlike English, which was the focus of most research on center embedding, shows overt marking

11
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of gender (masculine and feminine), number (singular, plural and dual) and person on nouns and
predicates, and mandates subject-predicate agreement. As agreement indicates the link between a
subject and its predicate, it is essential for sentence comprehension. Overtly marking agreement
features explicates the link, which provides for a facilitatory effect (Acufia-Farifia, 2009). In
addition, as explained above, Hebrew, unlike English, has grammaticized resumptive pronouns,

which likewise may facilitate processing of dependencies.

Given this, the current study aims to explore the following questions:

1. Do distinct agreement markings and resumptive pronouns indeed serve as effective retrieval
cues? If so, under what conditions? Distinct agreement marking should in principle
unambiguously identify each verb's subject, while resumptive pronouns should unambiguously
identify each verb's object, thus potentially aiding correct retrieval and integration of all the
arguments in the sentence.

2. Is there an interaction between distinct agreement and resumptive pronouns in the processing
and comprehension of center embedding sentences?

3. Are center embedding sentences truly beyond comprehension or can they be somewhat
comprehensible providing sufficient aids? Will these sentences be perceived as more easily
comprehensible in the presence of distinct agreement marking and resumption pronouns? Will

they in fact be somewhat comprehended?

3 EXPERIMENT 1

This experiment used a comprehensibility rating task. It included 4 conditions manipulating:
(i) AGREEMENT: all three NPs (and consequentially the three verbs) were either all identical in

terms of the combination of gender and number features (SAME AGREEMENT), or all different

(DISTINCT AGREEMENT).

(i) RESUMPTION: verb objects were either gaps (NO RP) or resumptive pronouns (RP).

The contrast between (DISTINCT AGREEMENT, NO RP) and (SAME AGREEMENT, NO RP) tests whether
distinct agreement marking increases the perceived comprehensibility of the sentences. When the
three NPs bare distinct agreement features, agreement on the verb should unambiguously identify

each subject and aid in the retrieval of the subject NPs.

The contrast between (SAME AGREEMENT, RP) and (SAME AGREEMENT, NO RP) tests whether the
mere extra time afforded by resumptive pronouns increases the perceived comprehensibility of

the sentences.

12



However, resumptive pronouns could also be found to increase comprehensibility only in the
presence of distinct agreement, where their features are informative regarding the identity of the
filler. The contrast between (DISTINCT AGREEMENT, RP) and (SAME AGREEMENT, NO RP) tests this.
When the three NPs bare distinct agreement features and objects are resumptive pronouns,
agreement on the verb should unambiguously identify each vetb's subject, and resumptive
pronouns should unambiguously identify each verb's object. This should aid correct retrieval of all

the NPs in the sentence.

3.1 METHOD

3.1.1 PARTICIPANTS

160 participants volunteered to take part in the experiment. All were native Hebrew speakers,

between the ages of 18 to 40 (average=20).

3.1.2 MATERIALS

Eight sentence sets were composed, with four conditions each, as exemplified in Table 1 below.

NO | ha-balon.SG-M  Se-ha-leycan.SG-M  $e-ha-yeled.SG-M
SAME RP | icben.SG-M __ nipeax.SG-M __ hitpocec.SG-M
AGREEMENT RP ha-balon.SG-M se-ha-leycan.SG-M se-ha-yeled.SG-M
icben.SG-M oto nipeax.SG-M oto hitpocec.SG-M
Hebtew YXI9NN (INIK) N1 (INIK) |2XY 770w X0 (1720

"The balloon that the clown that the child annoyed (him) inflated (him) popped'

NO | ha-balon.SG-M  $e-ha-leycanit.SG-F  $e-ha-yeladim.P1L-M
DISTINCT RP | icbenu.PL-M nipxa.SG-F hitpocec.SG-M
AGREEMENT RD ha-balon.SG-M se-ha-leycanit.SG-F se-ha-yeladim.PL-M
icbenu.PL-M ota nipxa.SG-F oto hitpocec.SG-M
Hebrew YXI9Nn (ININ) NNA1 (NNIN) 112XV DT7'NW NAXYAY (1720

"The balloon that the clown(f) that the children annoyed (her) inflated (him) popped'

Table 1: Example set for experimental conditions

Each participant saw one sentence from each set, in a Latin Square design. Thus, each participant
saw only two sentences from each condition. This was done in order to avoid an effect of
adaptation (Fine, Jaeger, Farmer, & Qian, 2013) to the highly marked center embedding structure

and to prevent participants from (unconsciously) developing a processing strategy

13



Twenty-four filler sentences of three types were used (eight sentences per type), as exemplified in
Table 2 below. Each type of filler had a distinct-agreement features variation and a same-agreement
features variation (four sentences per variation), in order to distract from the agreement-related
experimental manipulation. Sixteen of the sentences contained resumptive pronouns in order to
distract from the resumption-related experimental manipulation. All fillers contained two relative
clauses, both object and subject ones, in order to bring the fillers as close to the complexity level

of the experimental sentences as possible.

e | ha-$ir $e-hirSamti et ha-amargan Se-§ama oto hitnagen ba-reka
e
P "The song that I impressed the manager who heard it played in the background'
ha-kafe $e-$atiti im ha-baxur $e-ha-kupa'i hirgiz niSpax
Type 2
"The coffee that I drank with the guy that the cahier angered spilled'
Tone 3 ha-ca'acu'a Se-ha-pa'ot Se-ibed oto baxa hitgalgel el ha-sixim
e
P "The toy that the infant who lost it cried rolled into the bushes'

Table 2: Example for different types of filler sentences

3.1.3 PROCEDURE

The experiment was conducted online via Google Forms. Participants were presented with
instructions (provided in appendix B) to read each sentence and rate its level of comprehensibility
on a scale of 1-7, with 1 being "completely incomprehensible" and 7 being "easily comprehensible”.
2 examples were given to familiarize participants with the scale. All sentences (experimental and
filler) were presented in one page, in randomized order, with each experimental sentence being

followed by three filler sentences.

3.2 RESULTS

Raw comprehensibility ratings for each condition are presented in Table 3 and Figure 1 below.

Condition Raw average rating
SAME AGREEMENT, NO RP 3.4
SAME AGREEMENT, RP 3.3
DISTINCT AGREEMENT, NO RP 3.9
DISTINCT AGREEMENT, RP 3.5

Table 3: Raw average comprehensibility ratings
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Figure 1: Mean comprehensibility ratings (error bars represent +/-1 standard error of the mean)

Data were analyzed with mixed effects models. Analyses were conducted using the ImerTest
package (Kuznetsova, Brockhoff & Christensen, 2014) in the R software environment (R

Development Core Team, 2011).

No main effect was found for either AGREEMENT or RESUMPTION. A significant interaction
between AGREEMENT and RESUMPTION was found, such that DISTINCT agreement improved

comprehensibility only in the absence of resumption (p=.027).

3.3 DISCUSSION

Sentences with distinct agreement features on the NPs received higher ratings than those with the
same agreement features, but only in the absence of resumption. Despite the lack of a main effect
for agreement, this interaction indicates that distinct agreement features may indeed somewhat
help overt identification of verbs' subjects. This aid improves comprehensibility, but resumption

detracts from this effect.

The fact that no main effect was found for resumption could suggest that resumptive pronouns
do not provide sufficient cues for retrieval. This is perhaps because the fillet's features are not
maintained stably enough to begin with (Wagers, Lau & Phillips, 2009), so even an unambiguous
cue is not helpful. Furthermore, as previously mentioned, even though Hebrew is a grammatical
resumption language, it appears that in relatively simple sentences resumptive pronouns reduce
acceptability ratings. They do, however, increase the acceptability of sentences with islands. It is
possible that resumptive pronouns can only serve to repair ungrammatical structures and cannot
aid in ameliorating difficulties arising from the processing of grammatical sentences, however

complex. This may be due to the fact that the resumptive pronouns occur "too late" in the
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sentence. Retrieval is already attempted at the verb, if interference arises at this stage and retrieval
fails, the resumptive pronoun, which is encountered after retrieval failure, cannot salvage the

process.

Itis also worth noting that all experimental sentences contained two animate NPs and an inanimate
NP. Returning to Lewis & Vasishth's (2005) proposal that the difficulty in center embedding
sentences stems from failed retrieval due to similarity-based interference, it seems that if this was
indeed the source of difficulty, the experimental sentences would perhaps be perceived as more
comprehensible then what was actually found, at the very least in the presence of distinct
agreement. This is because one of the NPs is distinguished from the other two by (non-)animacy,
and perhaps other semantic features, reducing interference and aiding retrieval at the verb. For
example, in the set provided in Table 1, given the verb 'inflated', only the inanimate NP 'the
balloon' is a semantically appropriate object for the verb. However, comprehensibility ratings were
very low, suggesting that similarity-based interference is not the factor leading to failed retrieval,

and perhaps that failed retrieval is not the source of the difficulty at all.

4 EXPERIMENT 2

After investigating perceived comprehensibility in the previous experiment, the current experiment
set out to investigate whether center embedding sentences do involve such a severe processing

breakdown that comprehension completely fails.

The current experiment used end-of-sentence comprehension questions. Like in Experiment 1, it
included a manipulation of the distinctiveness of the three NPs' agreement features and the
presence of resumptive pronouns. Comprehension questions were asked about two of the verbs
in the sentence (this will be elaborated upon in the material section), thus also manipulating VERB

QUESTION, yielding eight conditions overall.

4.1 METHOD

4.1.1 PARTICIPANTS

192 subjects participated in the experiment. Some received 15 ILS for their participation and others
received course credit in Tel Aviv University's Linguistics department. All were native Hebrew

speakers, between the ages of 18 to 35 (average=25).
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4.1.2 MATERIALS

Similarly to Experiment 1, eight sentence sets were composed, with four conditions each, as
exemplified in Table 4 below. Experimental sentences were reformulated from the previous
experiment to include animate nouns only, so that verbs could not be matched with their subjects
or objects by using only semantic cues. The reason to eliminate such biases is that they can promote
comprehension of the sentence without thoroughly processing it, and perhaps without even fully
constructing its syntactic structure. Also similarly to Experiment 1, each participant saw only two

sentences from each condition, in order to prevent adaptation.

NO | ha-yeled.SG-M  $e-ha-$axen.SG-M  $e-ha-oreax.SG-M
SAME RP | hivhil.SG-M __ xibev.SG-M __ nafal.SG-M

AGREEMENT ha-yeled.SG-M $e-ha-saxen.SG-M $e-ha-oreax.SG-M

RP | VhilS6-M oto xibev.SG-M oto nafal.SG-M

Hebrew 291 (INIX) 22'N (INIX) 202N MINNY DWAY T7'0
"The child that the neighbor that the guest frightened (him) liked (him) fell'

NO | ha-yeled.SG-M  §e-ha-§xenim.PL-M  §e-ha-oraxat.SG-F
DISTINCT RP | hivhila.SG-F xibevu.PL-M nafal.8G-M

AGREEMENT ha-yeled.SG-M  Se-ha-$xenim.PL-M  Se-ha-oraxat.SG-F
RP hivhila. SG-F otam xibevu.PL-M oto nafal. SG-M
Hebtew 291 (INIX) 122'N (DNIXR) N?'NAN DNMINNY DNIWNY T7'0

"The child(m) that the neighbors that the guest(f) frightened (them) liked (him) fell'

Table 4: Example set for experimental conditions

The comprehension questions targeted the object of either the most embedded verb (V1, hivhil/ a,
'frightened' in the set in Table 4) or the second verb (V2, xzbevu, 'liked' in the set in Table 4), as
exemplified in Table 5 below. Each participant answered one V1 question and one V2 question
per condition. Questions following DISTINCT AGREEMENT sentences contained the same
agreement markings as in the sentence, to make them natural in the context. Two possible answers
were provided, consisting of the two NPs which appeared in the sentence but were not the subject
of the verb in the question. The NPs were presented one above the other for participants to choose
between. Half of the correct answers appeared as the top option and the other half as the bottom
to avoid a choice preference or bias. No feedback was given so that participants would not use it

to develop a strategy.
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SAME et mi ha-oreax hivhil?

AGREEMENT | Whom (did) the-guest.SG-M frighten.S6-M

V1 DISTINCT et mi ha-oraxat hivhila?

AGREEMENT | Whom (did) the-guest.SG-F frighten.SG-F

Answers ha-yeled (the child) ha-§axen/$xenim (the neighbor/s)

SAME et mi ha-Saxen xibev?

AGREEMENT | Whom (did) the-neighbor.S6-M like.S6-M

V2 DISTINCT et mi ha-$xenim xibevu?

AGREEMENT | Whom (did) the-neighbors.PL-M like.PL-M

Answers ha-yeled (the child) ha-oreax/oraxat (the guest/s)

Table 5: Example comprehension questions and possible answers for the set exemplified in

Table 4 above (cotrect in bold)

Sentences and questions were divided to lists in a Latin Square design, so that each participant only

saw one sentence per set, with one comprehension question. This resulted in 8 experimental lists.

Similarly to Experiment 1, twenty-four filler sentences of three types were used, each with a
distinct-agreement features variation and a same-agreement features variation. All sentences
contained both an object relative clause and a subject relative clause. Unlike Experiment 1, all
fillers contained resumptive pronouns. Comprehension question, about verbs' objects and
subjects, were asked following each of the filler sentences so as to not distinguish them from the

experimental sentences.

ha-ciur $e-he'eraxti et ha-aman Se-ciyer oto nimkar
Type 1
"The painting that I admired the artist who painted it was sold'
ha-bakbuk se-ha-kelev Se-la'as oto navax neheras
Type 2
"The bottle that the dog that chewed it batked was destroyed'
ha-pose'a Se-ha-balas Se-tafas oto hudax histaxrer
Type 3
"The criminal that the detective who caught him was dismissed was released'

Table 6: Example for all types of filler sentences
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4.1.3 PROCEDURE

The experiment was conducted online via the now defunct Ibex Farm platform'. Participants were
presented with instructions (provided in appendix D) to read the sentences and then answer a
question that would appear after the sentence had ended. Participants were instructed to choose
the most suitable answer out of two possible ones. Sentences were presented using rapid serial
visual presentation, with each word presented in the center of the screen for 400ms before
disappearing, and the following word appearing after a 200ms interval. Four practice trials were
conducted to help participants accommodate to the presentation method. After the sentence
ended, the question and two possible answers appeared on the screen. Participant had an unlimited
amount of time to read and answer the question while it and the possible answers remained on the

screen.

4.2 RESULTS

Raw average accuracy rates for each condition are presented in Table 7 and Figure 2 below.

Condition Raw average rates
SAME AGREEMENT, NO RP 0.53
SAME AGREEMENT, RP 0.56
DISTINCT AGREEMENT, NO RP 0.60
DISTINCT AGREEMENT, RP 0.63

Table 7: Raw average accuracy rates

1 https://spellout.net/ibexfarm
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Figure 1: Mean accuracy rates (error bars represent +/-1 standard error of the mean)

Data were analyzed with mixed effects models. Analyses were conducted using the ImerTest

package in the R software environment.

No main effect or interactions were found for RESUMPTION. A main effect was found for
AGREEMENT (p=.0036), such that DISTINCT agreement improved overall accuracy rates. A main
effect for VERB QUESTION was also found (p=.001), such that accuracy rates were higher for V2
questions. Finally, a significant interaction was found between AGREEMENT and VERB QUESTION

(p=.027), such that DISTINCT agreement aided comprehension of V1, but not of V2.

4.3 DISCUSSION

The results of this experiment establish that distinct agreement provides an advantage for
comprehension: on average, same agreement sentences had 55% accuracy rates, while distinct
agreement sentences had 62% accuracy rates, a significant 7% difference. Since comprehension
questions targeted the embedded verbs' objects, this finding indicates that distinct agreement aids

not only in correctly identifying the verbs' subjects but also their objects.

The finding from Experiment 1 concerning resumption and its and lack of processing facilitation
has replicated (p=.28). However, the cancelling-out effect it had on the advantage of distinct
agreement had not replicated. In the current experiment there was no interaction between

agreement and resumption, with resumption taking away the advantage of agreement.
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Furthermore, the results suggest that overall, V1, the most embedded verb, posed the biggest
obstacle for comprehension, while V2 was less problematic in comparison (p<.0001). Firstly, on
average, V1 question had 44% (below chance level) accuracy rates, while V2 question had 72%
accuracy rates (well above chance level), a rather staggering 28% difference. This
unequivocally means it was easier for participants to answer questions about the object of V2 than
about the object of V1. Secondly, the finding that distinct agreement increased accuracy for V2
questions but not for V1 questions further supports the impression that the difficulty is more

strongly associated with the most embedded verb.

5 GENERAL DISCUSSION

In the heart of the line of research on center embedding lies the notion that this structure is so
complex that it "often leads to a breakdown” (Baltin & Collins, 2008). The aim of this study was
to uncover whether this is truly the case, and what, if anything, can prevent this breakdown. Results
of two experiments testing perceived comprehensibility and comprehension paint a more nuanced
picture. These findings join those mentioned in the intro and together they suggest that the
processing and comprehension of center embedding sentence does not necessarily involve a

complete and unavoidable breakdown.

5.1 (Non-)Effects of resumption

A consistent finding in both experiments is the lack of a contributing effect to resumption: the
occurrence of resumptive pronouns in object position did not increase comprehensibility ratings
or comprehension accuracy rates. This could suggest that resumptive pronouns, and the extra
processing time they afford, do not provide sufficient retrieval aid. Their presence and the extra
processing time stemming from it could even be considered a hinderance, given the cancelling-out

effect resumption had on distinct agreement in experiment 1.

This hindering influence of resumptive pronouns can be accounted for similarly to the 'missing
V2' effect, exemplified in sentence (9) below. This effect is a well-known linguistic illusion, namely
the observation that center embedding sentences are judged as more acceptable when one of verbs
- specifically the second - does not appear, despite their resulting ungrammaticality (Frazier, 1985;

Gibson & Thomas, 1999).
(9) * The patient [who the nurse [who the clinic had hired] met Jack.

Gibson & Thomas (1999) suggest that in missing V2 configurations, one of the dependencies is

compromised, due to the prediction for that verb being forgotten under a heavy working memory
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load. This ameliorating effect conceals the processing difficulty associated with the structure.
Adopting this idea, it can be assumed that resumption blocks the option to neglect one of the

dependencies, leading to decreased comprehensibility ratings.

The rating task itself could have also contributed to the manifestation (or lack thereof) of this
cancelling-out effect. Providing judgments, i.e. making an offline, conscious decision about some
quality of a sentences, can be affected by interfering factors, in this case - the length added by the
presence of a resumptive pronoun. Such considerations do not come into play during online
comprehension and are therefore less likely to affect performance on comprehension tasks. This
cancelling-out effect could therefore be task specific, explaining why it did not replicate in

experiment 2.

That being said, in both experiments resumptive pronouns did not aid retrieval when all NPs, and
therefore they themselves, were marked with same agreement features. It is perhaps not surprising,
as it could be argued that in the absence of distinct agreement marking, resumptive pronouns
cannot actually distinguish between competing filler candidates, as they lack the prime means for
such disambiguation, i.e. the overt marking. This will be further explored when discussing future

research goals.

The results from the experiments weaken Lewis & Vasishth's (2005) proposal that center
embedding sentences are difficult due to insufficient discriminating cues at retrieval. Since in the
distinct agreement condition resumptive pronouns unambiguously marked the correct filler, they

should have had at least some contribution to participants' performance, contrary to fact.

An alternative tentative explanation for why resumptive pronouns, though potentially identifying
each verb's object unambiguously, did not help comprehension, is that interference had arisen
already during the encoding of the three similar NPs (Gordon, Hendrick & Johnson, 2004; Villata,
Tabor & Franck, 2018), rendering the fillers not sufficiently distinct for successful retrieval at the

vetb.

5.2 Verb question effect

Perhaps the most surprising finding, from Experiment 2, is that answering questions about the
object of V1 was significantly more difficult than answering questions about the object of V2. In
fact, for V2-object questions, accuracy rates were above chance levels, at 72% accuracy, a rather

high rate considering the complexity of center embedding sentences.

This finding could be considered to stand in contrast to the observed missing V2 effect. The fact

that it is specifically the second verb whose omission enhances acceptability and illudes
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grammaticality would seem to suggest that it is the source of the processing difficulty associated
with the structure, in contrast to Experiment 2's findings, showing rather successful
comprehension of the thematic role associated with V2. It is worth noting, however, that it is not
clear whether the missing V2 effect is consistent cross-linguistically. For example, there is some
evidence to support that German comprehenders do not experience this illusion (Vasishth et al.,

2010). Based on the current study's findings, Hebrew could present a similar case to German.

The finding regarding the relative ease of answering V2 questions leads to the impression that the
difficulty in center embedding sentences is more strongly associated with the most embedded verb,
V1. Gibson's (2000) DLT model, however, associates the difficulty to incremented integration
costs localized to the second verb. The conflict between these observations could potentially also
be resolved by turning to examine the tasks under which each finding was observed. Gibson tested
complexity ratings and argued that higher ratings correlate to the maximal local integration cost.
It could be that there is indeed a considerable processing difficulty of the second verb, which
manifests in ratings. This difficulty could dissipate as processing continues and the time comes to
make a comprehension decision. It could also be that said difficulty is irrelevant for answering

comprehension questions.

Interesting observations arise when examining the effects of agreement and resumption on the
two different verb questions separately. Table 8 below provides the raw average accuracy rates per

verb.

Condition Accuracy rates Verb accuracy

SAME AGREEMENT, NO RP, V1 0.42

SAME AGREEMENT, RP, V1 0.43 0.44
DISTINCT AGREEMENT, NO RP, V1 0.41
DISTINCT AGREEMENT, RP, V1 0.51
SAME AGREEMENT, NO RP, V2 0.64

SAME AGREEMENT, RP, V2 0.69 0.72
DISTINCT AGREEMENT, NO RP, V2 0.78
DISTINCT AGREEMENT, RP, V2 0.76

Table 8: Raw average accuracy rates per verb

The three-way interaction between AGREEMENT, RESUMPTION and VERB QUESTION was not
significant. However, it can be observed that in V2 questions, in the absence of resumptive
pronouns, distinct agreement has a substantial facilitatory influence (78% vs. 64%, a 14% increase),

whereas in the presence of a resumptive pronoun, this facilitation decreases (76% vs. 69%, only a
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7% increase due to distinct agreement). This pattern, wherein resumption cancels out the
advantage of agreement, could be considered a replication of the similar finding from experiment
1. This once again leads in the direction of resumptive pronouns failing to serve as retrieval aids.
However, the pattern observed for V1 questions is worth further investigation: in V1 questions
with same agreement marking, resumptive pronouns seem to have no effect on participants'
accuracy levels, but in the presence of distinct agreement they do appear to enhance accuracy rates.
Participants' performance in these questions displays, for the first time in the current study, signs
of a trend such that resumptive pronouns do assist distinct agreement in retrieval, finally serving
their hypothesized purpose. However, since this finding was limited to V1 questions and is based
on a small number of trials per participant, it is not very reliable. In order to replicate this finding

and further explore it, I propose two experiments, described below.

6 FUTURE RESEARCH

A way to establish a facilitating effect of distinct agreement-marked resumptive pronouns on
comprehensibility and comprehension, is by testing whether the occurrence of only one
resumptive pronoun in a sentence may offer even more aid. It could be that the effect of
resumption did not manifest in the experiments presented in this paper simply due to the fact that
one resumptive pronoun would have sufficed to aid identifying and retrieving a filler, but two
resumptive pronouns in one sentence are a hindrance. Furthermore, the different patterns of
resumption behavior between the different verb questions may suggest that resumptive pronouns

are needed or are of benefit only in certain positions, and unnecessary or hindering in others.

The experiments will use the tasks of Experiments 1 and 2 above (namely a comprehensibility
ratings experiment and a comprehension experiment). Materials will be similar to those of
experiment 2, but reformulated such that two sentences will contain only one resumptive pronoun
each, either in the object of V1 position or in the object of V2 position. A sentence with no
resumptive pronouns and a sentence with two resumptive pronouns will also be utilized, in order
to allow a more reliable comparison to the experiments presented in this paper. Furthermore,
providing that resumptive pronouns can maximally aid retrieval when they are distinctly marked,
no manipulation of agreement will be performed and the NPs in the sentence, and hence the
resumptive pronouns, will be marked with distinct agreement features. An example set is provided

in Table 9 below.
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NO RP ha-yalda.SG-F $e-ha-$xenim. PL-M $e-ha-oreax.SG-M
hivhil.SG-M hikiru.PL-M nafala.SG-F
ha-yalda.SG-F $e-ha-$xenim.PL-M $e-ha-oreax.SG-M
RPVE ) ivhil $6-M otam hikiru. PL-M nafala.SG-F
ha-yalda.SG-F $e-ha-$xenim.PL-M se-ha-oreax.SG-M
RPv2 hivhil.SG-M hikiru.PL-M ota nafala.SG-F
ha-yalda.SG-F $e-ha-$xenim.PL-M se-ha-oreax.SG-M
2RPS | 4 i0hil $6-M otam hikiru.PL-M ota nafala.SG-F
HEBREW N791 (NNIN) NN (DNIR) 7'N2AN NMINNY DNIYAY NT72'N
"The gitl that the neighbors that the guest(m) frightened (them) knew (her) fell

A variation between two possible orders of features will be implemented: in half of the
experimental sets the first NP will be marked with FEMININE SINGULAR features and the second
NP will be marked with MASCULINE PLURAL features (as shown in Table 9 above); in the other
half of experimental sets that order will be reversed. This will also affect the order of features
presented on the resumptive pronouns. An example set for the alternative feature order is provided
in Table 10 below. Variating these two orders is necessary to ensure that any (hypothetically)

observed effect would have to do only with the position in which the resumptive pronoun appears

Table 9: Example set for experimental conditions

and not with the agreement features themselves.

NO RP ha-morim.PL-M $e-ha-talmida.SG-F se-ha-menahel.SG-M
xibev.SG-M tsiyra.SG-F huxme'u.PL-M
ha-morim.PL-M $e-ha-talmida.SG-F se-ha-menahel.SG-M
Revi xibev.SG-M ota tsiyra.SG-F huxme'u.PL-M
ha-morim.PL-M $e-ha-talmida.SG-F se-ha-menahel.SG-M
RPv2 xibev.SG-M tsiyra.SG-F otam huxme'u.PL-M
ha-morim.PL-M $e-ha-talmida.SG-F se-ha-menahel.SG-M
2RPs xibev.SG-M ota tsiyra.SG-F otam huxme'u.PL-M
HEBREW w19 (DNIN) MY (ANIXK) 22'N 27NINNY NT'N7NNY DNINN
"The teachers that the pupil(f) that the principle(m) liked (them) drew (her) retired'

Table 10: Example set for alternative feature order experimental conditions
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If higher accuracy rates are found in conditions with one resumptive pronoun (namely 2 and 3)
compared to the condition with no resumptive pronoun (namely 1), it would indicate that a
resumptive pronoun can indeed serve as a retrieval cue as to the object of a verb, when it appears
in the proper position for it. Following the pattern observed in Experiment 2, where a distinctly
marked resumptive pronoun numerically increased accuracy rates for V1 questions, if higher rates
are found when a resumptive pronoun appears in the V1 object position (condition 2), it would
indicate that resumption is indeed more beneficial for retrieval in that position. It would be
interesting to see whether rates are even higher in condition 4, i.e. in the presence of two distinctly

marked resumptive pronouns, or whether such resumption is excessive and ultimately hindering.
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APPENDIXES

APPENDIX A — EXPERIMENT 1 MATERIALS

Experimental sentences

YXIONN N9 ANV T2 X0 1720

YXIONN INIX NI ININ [AXY T2 X970 (1720
YXIONN N2 1223V DTN NIXGOAY 1720

YXIONN MIR N9 ANIN 112XV DIT2'NY NRIXGYNY (1720

207PNN NIp NN 2N NIRYZNY 198290

207010 NI NP ININ NNN2IMNY NIPZNY (198290
207PNN NNAP 1NN DN2IMNY NNIP7NY 198290

2070N0 INIX NNAP NNIN 10N DN2INNY DNIN2OY (198790

DLINNN 22N 1YW NIPNY 22TTRNY 112N

DLINNN INIX (12N NIX Y NAUPNY 22TTRAY 12N
DLINNN N11IN N2Y DRIPAY NITTRAY 120N

DLINNN INIX N1IIN ANIN NJY D2IPNY NIYINTRAY 12N

ININ 122 AN YW21nw vwianw ninm

ANIN INIX 112 NIX 09N W71NY ywianw ni7nmn

ANIN N22X 109N 0'W721NY NUWIanY Di7nn

ININ INIX D122 NNIX 109N 0'W22nY NUYIany 017n0n

P9ANN Y2 PTA KINNY PIIMNY VIXUND

PIANN INIX 72 MIX PTA X9NNY PIINNY UINUXD
19NN N2 1PTA DININNY NPIMINY VIXUXD

AN MIX N2 NNIN [PTA D'RANNY NPIININY VINUXD

121 YMwn 10'a p'anny |phwny b1on

21 MIX YMYN MIXD'3 p'anny [phwny b1on

1221 NXMWn NL'a D'P'aNNY NpnYnw b1on

121 INIX NX'NMYN NNIR ND'A D'P'AaNNY NIPNYNY b1on

T Wan 09N NPa9nw aninw 137N

T2 MR RAn MIX 09N NPaNY anlnw 117N

T1712] NWa'N 109N D'NPaNY NAanldnY 117N

17120 NIR NRAa'N NNIXR 109N D'NPOnY Nanldnaw 1170

21pNN YNIN ANV NUYNNY NN 1IWIUN

21pNN ININ YN ININ [AXY NDYANY [N1INY 11IVIUn
21pNN NWIN 1223V D'NDRYANY NIN1INY 1IVivn

22NN NI NN NNIN 1123V DINDYNNY NIN1INY 11UV
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Set 1

Set 2

Set 3

Set 4

Set 5

Set 6

Set7

Set 8



Filler sentences

VU1 2NN MIN YRWY AINRD DX MAYINY 1'win
T7 1AVIN ININ PTNAY 'MIpN IR M2 21p0n

71N1% 1211 ININ N12W 1210 MK 'MW NN

N'"MAa07 1TNIN ININ ANJY 19100 NN MXIWUNY 1900
NLIWI [ONNY7 NNIX N'AVNY D210 NN M702nY nb'nn
21NW2 UIpa INIK DAY N1INAITA IR M22NY 2'unin
22711'2 DDYANN NIN NANAY MPINN NN M9 1IN0
NINN7N2 XXN1 INIX NNJYY N7''NN MK MEIVNY pwin
79w1 TN 'KAIPNY 1INAN DY MMMYY napn

YXIONN NA'Y [ANANY 22017201 MY22DY 1ITaNn

D7V 9271 2W'Y T'PA? MYANY JNonNn

791 NNIW N12WNW INTR 28K MIYNY QTN

Na7NIin 1M 0NINNY TITNR' N722MY Nannn

17281 NANIN NIDRTAY [N 23K 'MINAY NNan

N12N1 NNY%W NM2aNY 1N107 MAXNY NXn

N70I2122'N D'7NINNY TAIVN DY 'MIINY NAXNN

D'N'WN 7K 727200 N2 INIK TARY DIVANY VINUNXD
N0IN2 N2 NNIN TWIW 2230w 2uan

DTI9N T2 NIN 1270 NINX YNMIY 'K7pPNNY 110p00n

NN 1JUNN [AXUND NIX 'MW TUIDNY 721NN
DIUN17 V1N NDI9 INIK NND1IY N1ITNNY ANJNn
MNNPA NI NNA'Y INIK NANKY NIpPANNY NThnn
NAxIN 72U NX9INN TUN NNIX P'TNNY X700 NNYXN
[170N NN N2%27 VI NNR PN'WY 2INNNY NNON

APPENDIX B — EXPERIMENT 1 INSTRUCTIONS

><

D'OOYN AN'T |I'?NHJ

.N1AN7 NWR/77 vOWAN AN TV 7V 002NN 7 -7 1 "2 ATR70 7V 0'U9WUN ANT? IWPANN AT 1782

.N1207 N1 'N72 "Mna7 vawnnw X' 1 anTn nivnwn
D172 M1anY7 N veWNNW X' 7 ANTTA Nivawn

NN20NYW NT7AN" vaWNN NINT NNIYY .N1aNY 77 N'on' "N7¥IN N MY 1197 NNNNY ApnnY DIAZRA" VOWNN ,NNAIT?
.12207 QYR AN "Nona APTRN NTI7 NNDINY

InTIn
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Appendix C — Experiment 2 materials
Experimental sentences

791 22'N 7'N2N NMIRNY [QWnY 770

791 ININ 22'N ININ 7'N20 NMIRNY QWA T72'0

791 122'N N7'NAN NNIINNY DRIWNY T2

291 ININ 122'N DNIN N7'N2N NNINNY DRAWAY T7'0

PNX PTA YYD 'NIN'YAY Ipinny WiNn

PPNX MIX P72 MIR YIUN 'IRIMUNY Ipinne WIRN

PNX IPTA NXVUN N'RINUNY DpIiNnw WINN

PNX MIX IPTA DNIR NXVUN N'RIMYNY DpIinne WINn

X721 V'Man 120 22TNNY 2'2mn 2130

X721 ININ YMAan INIX 120 227TRNY 2121InnY 1230

X721 1IV'MAan NN N'2MTRAY 0'2'2mnw 1130

N721 ININ IVNAaN DNIN 0120 NY22MTRNY D2'2mnY 1230

w19 q9'ITUN 12Y 701NNY 'NNANY T'RINN

w19 INIX 9'TUN INIX 12 20100 'NNANY T7nn

Y19 191TUN NN2W NZNINNY 0'RNANY T'7Nn

Y19 ININ 19'TUN DNIN N12YW N7N1NNY D'RNANY TN7Nn

DAY KXN 20N 1MNWNY ITIVNY 'R120N

DIWI ININ XA NIN 2700 1MAWNY ITIVNY 'N1J0N

DAY INXND NAUN NMMAWNY DNTIVNY IN1JDLN

DIWI ININ INXND DNIN NA720N NNMAYAY DNTIVNY 'N1J0N

DOIANN NNT YYD IX2NNY NTYNY NAITN

DO1ANN MIX NA'T ININ YNMYN IX7200Y NTYNY [N
DONANN T NXMYN NNXNNY DITYNY [PAITN

MIN T DNIK AXMEYN NIX7ANY DNTYNY  |nam
DoNann

DT NP7 |AXY 12INNY DITIDONY 1NN

0T MIN DY MIX [2XY 12NN DITIVONY 1"
0T 117 NNV NNAINNY D'LITIDONY 1NN

0TI ININ 117 DNIX NIAXY NNAINNY D'DITIVONY 1NN

VU211 P'NXD 22 71T TN 1Inan

U212 MIX P'NXN MK 22'V 27T 1D TRNY 1inan

V271 IP'NXN N2 NN D2NTANY 1INaN

V211 IMIN IP'NXN DNIN N22'W NN D2NTANY 1INaNn
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Set 1

Set 2

Set 3

Set 4

Set 5

Set 6

Set7

Set 8



Filler sentences

VU1 2NN MIN YRWY AINRD DX MAYINY 1'win
NINNYN2INIR INIX NJYW 2NN IR MPIVNY puian

72N ININK 1YY [ARN NIK 'M2IUNW NN

NPIaONN NNIK NAVNY 012100 DK MDINY ND'Nn

Y'Mani n7u12 NNIN 12N D'RDMIONN NK MAYVNMY N1ToN
DI NN N7P7PNN NNIN IR'ANY D1ATINAN NN MANKY NN
ITAX DNIX NO'ATNY N1'2TNN NN MNIYY D'0avn

1222 ININ 12N2W NIMYTAN DK MY 18NN

712 N7 2272100 N2 MIN TARY PIMNY UVIXUXD

N2 12V DTN INIR XY ['XPNY NDN

D12 N1 INIK DY7W 1700w piapan

MPNN NN NIN ['TNY NIP7OY 22180

D'IUN17 V1N NN2NN DX 12TV MIN IND1Y O'NNNNRNY 2NJnn
171722 NAXIN 97010 NNIN NA'WY 1PARNY NAXNN

IX9INN TUN NIX P'TNNY [N12NY NIDIDN

INT2 NN7N DNIX NIAIRY NAIZ12'09NY D'wA9NN

TRPAN? N1 0TI NIN 'YINY 1'220Y TRYNNN

[IM'WY7 ["RINN T0K] MIN NTNMY ATNNNNY |90KRN

MNIY NTIN MIN DANY w21nW uwian

NN UX9] ININ Y'OINY TN QIAIRNIDN

NP2 17221 07010 2V NT'9pn DNIN NINAY NNPanNnw DTHan
X727 D121 LAWN] NNXI MNIN NMPNY DD TIWNN
TTIVNN W) NX' ININ AIRTAY DOMDNY Npan

INN 11212 NIT DNIX DIRY [72pnY D7VI9N
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APPENDIX D — EXPERIMENT 2 INSTRUCTIONS

QWDWR Na2AT %001

lanw
.TORA 1912 A R-IAR-T YO VOWA 92 .2WMAT TOR ¥ D2WOWR 1.XIPN AT M0
ARV NR? TMK RX1IPT NP 29010 R P12P 2XP2 W0 DR

DR IMIRY 0OWAD NYAIT 7125 NORW 2V MIY? .WRaNN ,Lawnt DR R1IP7 .00 NRD T
SINYTY TRROAT T DR 02 N2 5V 20V Lwanwa ,1Wwn? N1PEOIR AW 11X 7102

DT2PN2 000 WRn DY PINDS W0 R2T 0OWRT LOWHR 2ayD Nin by

JTP0RT DR Y29 2OUOWAT DR R1PY LORENY NI 9V 12001 N0 RV MY .9Tnwn
MY X291 9372 ,0pW DR M0 DR SN WAl 1o 11D

JAXY 10717 2N DATINRY TR Y1DRR 15017 1,723 MR 2¥ Mav? T onw)
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1NN

(W' w1 270nY WIRNY [IN700" NNAITA L ('T270 TIWWW center embedding) A2'TANN 1LI0 'DaAWN
NXNY? DWIT' DN ,NMWN NN NNR NITAVIWAN XWID NPT NIPIOa My 0220w ,'DV0 NN
IUNIN D'MP'Y D200 W (2008 ,01'7171 '022 ;1963 ,17M1 'ponin) DN N71IVY TIAWN 'WIp NA'NAN
NIV :NXIADINRIENPTNN NIM2UN V1 KINY WIL (1998) |10an .N%K D'DAWNA TIAWN 'WIP7 TUNA
DN 271,727 0712 D'WIRN 2N 7W NTIAUN |N2T N212'PY NNN NN IWN 20190 2V DX12DIINRND
DIVIL (2005) 'mwon O'RIZ ,NKT NNIV7? .0N% DM'RNNN D*YV97 (fillers) DM7'9n J'wa DYwWI)
NYUANN NT217'9n 2w nawin ,0'{'aon Naw TN 1TYINA :N9YWN NPT 71V N8 02N 'WIpnY
,Ainterference) DI1'9IDI'N? 27'ANY NN ,0MNYN DANND NWIZY 2 (IMTN 722 17w 20197

.(hvhan

DN7W 2V1921 N1ANNI1 NN NN DR [NIAE NNV 2 TAAK 1010 'DawNa TPNNA 'N2IN NN
NN NINTAI DMINWN D'AN'YN NYIZY 12 NI'NAAY OXNN NIMIERN (i) 22 ninainn oan'ns nizine
'ON' [9IN1 N'WAIN NXI9NA D'W'IM D'PITPT DI'NY) DTN Qi "2 (i) -1 ,%v19 22 %2 xwinn
NII2NA D'INI0N DY 22 IX/1 Q01 TIAW AT 0D'PADN DY 121 N9w? DNNY 0'212'w ,(NNava

L2V190 %W RYINN 2V 'wnwn TN INT DNWAaNn (271 DN12190 2w ORNNN

N17¥NN 122710 D'NIN NYATIR 772 KIN.NM2AN NN N0 NMTUAITAPRWA [T (D'annwn 160) 1 101
12122 IR (NIIY IR NINT DMINWN D'ANND DWIYY 20U ORNNN NIIDN) /N2/0 DXND DMIAN 2
NN INIP 02 D'annwnn (TN 92 122 IR (gap) 9xa MU 1wAIM U190 YW 0'RWINN) MN 9
ININ NINNIND .7-1 2w 0710 2V DN7Y NIM22NN N DR XATEHNATN220 K221'wa1n A¥p2a D'oawnin
.0'DAYNN W NIMINN NN %2V PNAIM [QINA IW'QWn K7 TN 913 12'22 IR DI [NA1I0D OXNNA Y
[NAIN DNNN 22 NNNN 2V nTwnw ,(p=.03) 0'MIIAN Y "2 NPNAIN (interaction) NIV NNAX)]

ATN Qi "M Tvina M

D'0'IN D'DAYNN .D'LAWNN TNNY IV'AINY N1AN NIZRY N70N1 wWIN'y nwy (D'annwn 192) 2 1101
2V IN N7RYIW ,2U19 N7XE D1IAN DA 7711 11NN NIPRWA .1 101 2w O'NIN NYAIN DNINAD 120710
400 7 21X N7'N-1NR-N7' XN D'DAYWNAN .1IWN 20190 7w KYINN 2V IN [IWRIN 20190 72 XWIinn
NN Q'Y [N2IN DXNNY ININ NIRXIND .N72'MY 02N 12 npoan nimwm 200 + 7' 222 nimwion
D'NINN |2 NXPIDINRN N7 TN 913 12'22 WIN'Y/W TIVA ,(p=.004) PNAIN [9IX] D'DAYWNN 72 N1ann
DMNA NAIN DRNN 7W NNINNN 2101 %W RXANN NAX1 K7W ]2 72V TWne nn ,Npnam X2 nntn 97n
12 ,(p=.001) 2u19 N7xY W (effect) DPAN DA ININ NINXIND .1 1017 TIA2,1TIN 913 1222 WIN'Y 2w

OXNNY 2U19 DX 2 AIXPILDIIRD N Awpn A (17w NGNN N1M0I1) N Tavivnn 2uiany
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7Y NI7NN N11ADY NNNN NN NY? [N210 DXNNY TIVAY ANkl (p=.001) Npnain nn' [nain

JIWN 20190 W N1aN% Nnnn 12 ANt LI7W N1anY 1an KX 201901, N1 TaVivnn 2uian

[N2'N2 TIN"2 ,NINN IN IT NN12 11207 DN 21 TAAK 1DI0 'DAYNY NITYN 2 1101 7W NINXINND
NITIWAN? DN IN'YIDI9N NINNY,01TIN 912 1121 ,NRTNAIYY .0MNYN 0'aN'NN 2V |N2n oNNN
qQia 111213 12 2V TWWN7 NIMWY N8N NIKXINN .N1207 100N N7 ,7019 72 W RwInn 2w wnwn 1N
D'ANIXN NYI7Y 2W TITHN 27W2 120 WNINN DI1'91DRY I ,N9Y 10I1X7 D'wnNwn X7 011N
N7 0M7'9nw 2% 0a1,(2018 ,7a81a1 11AKRD NN ;2004 , 102121 PITINL|IT) D'MITA DMNWN
,N12N7 DN X7 1TIN 912 112122 WIN'Y 20197 nUann NUANNYXIN N9 1wWaN? T2 p'adn 01NaIm I'n
720N NNITA DTN KXANN DX 112007 N1 .1 1012 [NAM OXNN 72 NnNNN DK 702 NI 20 N
0'DAVI 2'TANR 1DID 'DAYNY NIN2NN (10NN WA V190 DPAR) "the missing V2 effect" 7w
[10212 .(1999 ,oxnini 1021 ;1985 ,1'1"a) bawnNa D'Y'aIN DYV90N DMWY 1 IWNRI NI 09'1apa
2V VPN .wDWDLN DAVNN 7Y TN 'WIpNTE NNJWI NIMZNN NNK 178 DNpNAY D'Y'XN OXDIMI
NIT? 21211 NNN NNR DR N2 IwWann X7 11N 9 12102 win'vwny NN [N ,NTh 12000

.0'31N1 NIMan
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A'AN-71 ND'ONANIN
|'DIX 2801 1DD? W'V NINN 'WTN? nL2Ipan

NIAW721% ainn

RYIIN

YIN'wI DNNN ONN :DAYWNY 0'01J]1 D"INY D'an' nwI?Y
?22'TANN 11D 'DAYN 19W? ATVZ 0'712' DITIN 1A 12122

ININN NXIP? 102 NTIAVD WAIN NTIAN

X"N no'onanINa .MA - "np'o1aniIN Jnoin'

T 9y

YITIT N?'N

127N N1 NTIAUn
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