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Abstract

Empiricist studies on language acquisition tend to focus on the effects of
the parental input on the child and how this input can be used as proxy
to the child’s developmental stage. This study takes the opposite approach
by focusing on the effects the developmental stage of the child have on the
parental input.

Essentially, the study starts with suggesting developmental stages for the
CDS data based on the same measure used to determine stages in CS. Then
it examines the distribution of morpho-syntactic elements in each stage, with
respect to the age-of-acquisition of these elements in children. Findings show
that the suggested adult-stages are very sensitive to the current developmen-
tal stage of the child, and that the distributions of the morpho-syntactic ele-
ments within these stages can serve as precursors to which morpho-syntactic
elements will be acquired (if acquired at all). This study also offers a usage-
based account for the absolute minimum number of occurrences that must
be provided by the adult in order to acquire an element.
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Chapter 1

Introduction

"Motherese is as likely an effect on the mother by the child as an
effect on the child by the mother" (Newport et al., 1977)

How children acquire language can easily be considered the holy grail of
modern linguistics and stands in the core of the endless nature-vs-nurture
debate. While this work does not address the nature-nurture debate explic-
itly, it does belong to the nurture side of it.

As the opening quote eloquently puts - Motherese (or Child-directed
Speech (CDS), as it is called nowadays) is likely a two-way street. Yet, most
of the studies on CDS done so far focus on the effects of the parent on the
child. They study the properties of CDS as a whole (Ravid et al., 2016;
Arnon, 2016) and how these properties affect and maybe facilitate language
acquisition in children (Arnon, 2021; You et al., 2021; Hiller and Fernández,
2016). This study, on the other hand, focuses on the bi-directional influence
that child-directed speech and child-speech have on each-other. The moti-
vation behind this study is multi-fold; first, as mentioned, this line of work
is understudied and is full of potential to shed new light on the parent-child
interaction and the role of input from the environment on the acquisition
process, beyond the pathological ways in which poor and inadequate input
can harm proper language development (Tomasello, 1992; Bloom, 2002; Hol-
lich et al., 2000; Nelson, 2009; Cristia et al., 2019). Second, it is well known
and well established that CDS is very different in nature from adult-directed
speech (see Phillips, 1970; Remick, 1971; Snow, 1972, among others), and
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there is also evidence that CDS is specifically designed for a learner (You
et al., 2021). This calls for a different analysis of CDS, instead of study-
ing CDS in the same methods used for the ‘regular’ adult-to-adult speech.
The other side of that argument is that CDS is not only very different than
adult-to-adult speech, but it is also similar in certain ways to child-speech.
For example, both CS and CDS are known to change over time (Newport
et al., 1977; Tal et al., 2021), and there is a strong correlation between
the parental input frequencies and the children’s language acquisition (Mo-
erk, 1980; Tomasello, 1992; Hiller and Fernández, 2016). Taken together,
these similarities and connections between CDS and CS call for a new bi-
directional approach to CDS analysis.

The approach suggested in this study is a step in that direction. It starts
with the influence of the child on the parent. Specifically it examines how
adult speech, in the form of CDS, changes with respect to the developmental
stage of the child at the same point in time. Then, in the other direction,
it shows how these developmental stages in adults can serve as indicators
for the age-of-acquisition of certain elements in children. The findings show
that not only that CDS changes drastically during the acquisition process,
but rather that CDS can (and perhaps should) be described as a series
of developmental stages that correspond to the developmental stages thor-
oughly studied in children (as in Kaplan, 1983; Ben-David and Bat-El, 2016;
Lustigman, 2015; Berman, 2004, and more).

This study adopts the general framework of social interactionism, which
is empiricist by nature. It places a greater burden on the learning experi-
ences of the child during the acquisition than on innate linguistic knowledge
and whether such knowledge exists or not. Such focus on learning from
experience requires identifying domain-general learning mechanisms, one of
which is statistical learning, as demonstrated in this study. Although it was
claimed by Chomsky that the input from the environment is erroneous and
insufficient for grammar induction (Chomsky et al., 2006), it was shown in
several cases that CDS is in fact very intelligible compared to adult-directed
speech (Newport et al., 1977), and that children can use it to detect distribu-
tions and form categories around frequently occurring signals (Maye et al.,
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2002). They can also learn conditional probabilities (Aslin et al., 1998),
transition probabilities (Pelucchi et al., 2009) and can do so in different do-
mains, such as phonology, lexicon, morphology and syntax (McMurray and
Hollich, 2009; Saffran, 2009; Arnon, 2015). From the CDS perspective, it was
shown that words from different grammatical categories actually appear in
significantly different frames (Mintz, 2003, 2006), which facilitates tracking
their distribution and therefore facilitates learning. This study focuses on
the changes in the distribution of morpho-syntactic elements in CDS during
the course of acquisition, and shows how these changes are not random but
rather very accurately fine-tuned to the morpho-syntactic development in
children.

This work is organized as follows; Chapter 2 elaborately describes the re-
search questions and the way they are being validated in this study. Chapter
3 reviews the CS and the CDS corpora used in this study, carefully address-
ing the frameworks in which they were built and their premises. Chapter 4
then draws the suggested borders of the adult stages and Chapter 5 inspects
the developmental evidence that exists for each stage. Chapter 6 reviews in
detail the different limitations on this type of research and Chapter 7 sum-
marizes and discusses the implications and contributions that this study
might have and suggests different lines of work for future research. This
work is also accompanied by an appendix that includes all the calculations
that were used for the results as well as all the charts. The code used to an-
alyze the corpora is open-sourced and can be found in a GitHub repository
under the address: https://github.com/stavkl/CDS-thesis



Chapter 2

Method

2.1 Research Questions

In chapter 1 it was established that CDS is similar to CS in several prop-
erties. First, CDS is different than regular adult speech to other adults
(Phillips, 1970; Remick, 1971; Snow, 1972), and it goes without saying that
CS is obviously different than adult speech as well. Second, like CS, CDS
is also changing over time (Tal et al., 2021; Newport et al., 1977). Besides
this similarity, it is well known that the input that children receive during
the acquisition process is crucially related to proper language development
(Bloom, 2002; Hollich et al., 2000; Nelson, 2009; Cristia et al., 2019) espe-
cially by means of generating and maintaining feedback loops between CDS
and CS (Tomasello, 1992). The fact that CDS is similar and in other ways
related to CS raises questions about the way CDS is studied and thought
of, namely as a type of adult speech. Numerous studies acknowledge the
effect of the input frequency on language learning (Ambridge et al., 2015;
Dąbrowska et al., 2009; Tatsumi et al., 2018; Reali and Christiansen, 2007,
to mention a few). However, despite the known similarities and relations
between CDS and CS, all these studies treat CS (and generally the entire
input that the child receive during their language acquisition process) as a
single or unitary phenomenon, as an agent promoting or underlying for the
language acquisition process and not as a developing system of its own, with
unique and distinguished developmental stages like the ones found in CS

4



2.2 Research Hypotheses 5

research.
In this study I aim to investigate this understudied aspect of CDS. Specif-

ically my research questions are:

• Do adults exhibit developmental stages in their CDS?

• How can such stages be determined?

• What is the relation between the adult stages and the developmental
stages of children?

2.2 Research Hypotheses

First, I hypothesize that CDS can in fact be separated into meaningful and
well defined developmental stages, at least when the children are very young
(up to 3;6 years old). Second, that these developmental stages should be
determined by a measure of grammatical complexity of the CDS, and not
according to the developmental stages of the children, nor by choosing an
arbitrary split according to the child’s age. There’s also no necessity for the
adult developmental stages to be equal in size or length to one another, as
they should reflect a meaningful change in the grammatical complexity of
the adult. In this study the chosen measure of grammatical complexity is
MPU (Dromi and Berman, 1982, Morphemes per Utterance), but other mea-
sures of complexity, like MLU (Brown, 1973, Mean length of Utterance), can
be more appropriate when studying the developmental stages in languages
with simpler morphology than in Hebrew (which is non-concatenative, highly
ambiguous and context-sensitive). Last, I hypothesize that the adult stages
correspond to the child stages, such that the adult is slightly ahead of the
child. In other words, we expect to see the adult advancing to the next devel-
opmental stage, and then the child should move to their next stage, in turns,
until the child reaches a certain level of maturity where they don’t require
adult mediation. The following section elaborates on how these hypothesis
are validated in this study.
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2.3 Validation

Ideally, in order to examine the relation between the developmental stages
of the adult and those of the child in a case-study environment, we should
obtain a dataset that contains both the child speech and the corresponding
child-directed speech, both analyzed in a uniformed manner. The child-
speech itself should be separable into developmental stages according to some
schema, and those stages would later be compared against the suggested
developmental stages of the corresponding adult. It goes without saying
that in order to make better generalizations outside the case-study we should
obtain multiple pairs of CS-CDS, however this kind of dataset does not exist
even for one pair (see further elaboration under Chapter 3).

In this study, instead of a CS-CDS pair we have a schema of developmen-
tal stages in children that is based on a cross-sectional study on 40 Hebrew-
acquiring children (Kaplan, 1983) that will serve as the CS part, and the
transcriptions of the CDS by the caregivers of one child from a longitudinal
study (Szubert et al., 2021), not related to the cross-sectional study as the
CDS part. Keeping the CS part independent of the CDS part guarantees
that the comparison between the suggested adult-stages and the children’s
stages remains unbiased. Nevertheless, findings from a cross-sectional study
are not a trivial replacement for the corresponding CS which is missing.
The support for the validity of that replacement is found in several studies
(Brown, 1973; De Villiers and De Villiers, 1973; Moerk, 1980) that showed
how the order of acquisition of morphological elements is invariant across
children, and since this study focuses on the acquisition of morpho-syntactic
elements as well (albeit in another language) we can safely assume that the
missing CS data would have followed the same order of acquisition, and
so we can extrapolate from the findings of the cross-sectional study to the
findings we would have got had we had the corresponding CS.

The validation of the suggested adult stages will go as follows - first, I
will introduce a previous work on the the developmental stages in children
and the measure of grammatical complexity that was used to establish them
(Kaplan, 1983). Then, using that same measure, the developmental stages
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for the CDS will be suggested, and compared against the child-stages. Af-
terwards, further justification for the adult stages will be provided in the
following way - the CDS data will be analyzed for the morpho-syntactic el-
ements that were investigated in the cross-sectional study by Kaplan. Per
element, it will be shown how the adult usage of that element is distributed
across the suggested developmental stages, and as was explained before, we
expect to see a peak in the adult usage of an element, during or slightly
before that element is acquired in children (again, according to Kaplan’s
schema). This study also provides a usage-based account for elements that
were not acquired by children according to Kaplan’s cross-sectional study,
as well as to elements that were acquired very early and that their pattern
of distribution in the CDS does not match the prediction described above.

2.4 Measure of Complexity - MPU

The chosen measure of grammatical complexity in this study is the MPU -
Morphemes per Utterance (Dromi and Berman, 1982). This measure was
suggested by Dromi and Berman as an alternative to Brown’s measure which
is the MLU - Mean Length of Utterance (Brown, 1973). While the MLU
is very suitable for languages with a low rate of morphemes per word, like
English, it gets dramatically skewed for languages with rich morphology like
Hebrew, due to its concatenative morphology and the number of possible
bound morphemes that can appear in a word. Consider, for example, a word
like וכשהלכנו! and its English counterpart - ‘and when we were walking’. The
MLU for the Hebrew word, since it’s a single word, is 1, while in English it
is 5, but the Hebrew word conveys just as much information as the English
phrase, and is much harder to process and acquire than other single word
tokens like כלב! /dog/, which also has an MLU of 1. The MPU, on the
other hand, will account for those differences, and will rate the complexity
of וכשהלכנו! as 5 and the complexity of כלב! as 1, which faithfully reflects
their differences in Hebrew.

Kaplan’s cross-sectional study also used MPU to split the children’s data
into groups. It was found that the MPU is positively correlated with the



2.4 Measure of Complexity - MPU 8

children’s age (r = 0.86), so the children are producing utterances that
are more complex grammatically as they grow, which is an indicator of
typical development. The age groups in Kaplan’s study were designed to
have an equal number of participants in each (as much as possible), in order
to remove the biasing factor of group size on the results. Table 2.1 is a
summary of the MPU and children’s age in Kaplan’s study . As can be

Age Group Youngest Oldest Mean MPU No. of Participants

1 1;9 2;0 2.02 9
2 2;1 2;3 2.3 9
3 2;4 2;6 3.01 9
4 2;7 3;0 3.67 8
5 3;6 4.82 5

Table 2.1: Summary of mean MPU for age group in Kaplan’s study

seen from this table, age-group 5 is a control group that was added later to
the cross-sectional study to verify the acquisition (or lack thereof) of other
morpho-syntactic elements that were not acquired by the end of the original
study (including children by the age of 3;0). This study will also accounts
for the elements acquired relatively late or not acquired at all according to
Kaplan, see 3 for more details.



Chapter 3

Data

This study relies mostly on two previous works – a cross sectional study
on 40 Hebrew acquiring children, carried out by Kaplan (1983), and a part
of the Berman Longitudinal Corpus by Berman (Berman, 1990, 1996, 1997;
Uziel-Karl, 2001; Armon-Lotem and Berman, 2003)

This chapter is organized as follows, first it extensively reviews the find-
ings from Kaplan’s study. Then, it elaborates on Berman’s original corpus
and how the re-analysis by Abend’s group (Szubert et al., 2021) took place.
This part also includes an introduction to the universal dependencies schema
(Nivre et al., 2016), which was used in the re-analysis. The chapter ends
with an overview on the current state of the public corpora available for
language acquisition research (namely CHILDES (MacWhinney, 2000)) and
discusses the limitations this platform imposes on this study.

3.1 Child Speech

Kaplan’s study investigated the speech of 40 Hebrew-acquiring children from
age 1;9 (21 months) to 3;6 (42 months). The study focused on a group of
children from age 1;9 - 3;0, which consisted of 35 children, and later a group
of another 5 children aged 3;6 was added as a control group (that is, it was
assumed most if not all the morpho-syntactic elements would be acquired
by that time). All the children are native speakers of Hebrew, monolingual
and from the same social economic status.

9
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The children were recorded in their homes or kindergarden, in two ses-
sions that took place within a week. Overall, the children were recorded for
60-90 minutes. During the meeting the children were encouraged to speak
as freely as possible through conversation, play and picture naming. The
recordings were transcribed close to the time of recording, and there was a
90% agreement rate between transcribers.

Kaplan analyzed the transcriptions and calculated the mean MPU for
each child, then, the utterances were examined for correct usage of morpho-
syntactic elements such as subject-predicate agreement, noun-modifier agree-
ment, inflections, bound morphemes. Kaplan kept a record of correct usages
of the elements, and once the children reached at least 90% correct usage
in context, from a certain point on, the element was considered acquired by
children. So, for example, using future form to convey imperative mean-
ing is an element that was acquired between ages 2;4 - 2;6 (28 - 30 months).
Looking at the results for the correct usage of different elements in children’s
speech, it is clear that almost no element exhibits a U-shaped learning, but
rather the learning is gradual, where for some elements mastery is achieved
relatively early, and for others it is achieved late or not at all. A complete ta-
ble of Kaplan’s results of the stage of acquisition of elements can be found in
Appendix A. An example for the differences between gradual and U-shaped
development are demonstrated in Figure 3.1.

(a) Gradual Learning

(b) U-shaped Learning

Figure 3.1: Gradual and U-Shaped Learning

In Kaplan’s study, only two elements (future verbs and plural feminine
markers in adjectives) had a U-shaped learning curve, while the other 59 ele-
ments were mastered gradually. This study accounts for the gradual learning
phenomena and demonstrates how the children’s learning is tightly related
to the element distribution in the adult input around the time of acquisition
(or lack thereof).
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3.2 Child-directed Speech

This section discusses CDS part of this study. It is split between the original
longitudinal study (Berman, 1990, 1996, 1997; Uziel-Karl, 2001; Armon-
Lotem and Berman, 2003) from the 90’s and the latest re-analysis of the
data (Szubert et al., 2021) according to the universal dependencies schema
(Nivre et al., 2016). This section concludes with an overview of the current
state of collaborative corpora of first language acquisition in Hebrew and
the extent to which it can be used in this study and other studies alike.

3.2.1 Berman’s Original Project

This Hebrew longitudinal data-base consists of naturalistic longitudinal data
collected on a weekly basis from four Hebrew-speaking children, three girls
(Hagar, Smadar, and Lior) and one boy (Leor). All four children are native
speakers of Hebrew raised in monolingual, highly educated Hebrew-speaking
homes in urban communities of central Israel. Smadar was the youngest of
three girls, Hagar and Leor were only children at the time of recording, and
Lior had a baby brother.

Each child was audio-recorded at his or her home for a total of around
one hour per week, typically two or three times a week in different situations
(mealtime, bath time, playing on their own or with siblings or parents and
grandparents). Recordings were done over a period of one to three years
(see Table 3.1 below). The contact person and main recorder for three of
the children was the mother, and in one case (Leor’s) the aunt – all four
native speakers of Hebrew that had majored in linguistics at the university.
Those doing the recording were also instructed to specify the exact situation
in which recording took place at the outset and in the course of each session.
Information about the situation in specific sessions is provided in each file’s
metadata.

This data-base has several features that make it well-suited to child lan-
guage research. The interactions are natural since they were recorded in
the homes, a setting familiar to the children, in the presence of a primary
caregiver and / or other members of the family. The data were collected
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over several sessions each week and so allowed a variety of contexts for the
children to express themselves. Rich contextual information was provided
by the caregivers, and the latter were regularly available to the transcriber
for consulting and clarifications. Finally, both the transcribers and the re-
searchers involved in the project knew the children and their parents, and
were familiar with the children’s linguistic development beyond the data
provided by the recorded sessions.

Child Name Gender Age Range No. Child
Utterances

No. CDS
Utterances

Hagar F 1;7 - 3;3 16,636 24,398
Leor M 1;9 - 3;0 16,434 18,360
Lior F 1;5 - 3;1 6,689 8,685

Smadar F 1;4 - 2;4 3,753 3,427

Table 3.1: Summary of the data in the ‘Berman Longitudinal’ corpus in
CHILDES

Table 3.1 gives details of the data-base that was uploaded to the CHILDES
platform. Notice that the numbers here and the numbers available on the
corpus page on the CHILDES website differ in the number of utterances of
children and adults. This mismatch between the reported numbers on the
webpage and the numbers in Table 3.1 is due to the fact that not all the
recordings and transcriptions were eventually uploaded to the platform, but
rather remained private. Private and semi-private corpora are one drawback
of the joint Hebrew corpora in CHILDES that make it unsuitable for col-
laborative research on Hebrew acquisition. An elaborated discussion on the
current state of the Hebrew CHILDES can be found under Section 3.3.

3.2.2 Hagar’s CDS Re-analyzed

In 2019 Omri Abend and his research group from the Hebrew University of
Jerusalem re-analyzed the CDS part of Hagar’s sub-corpus from ‘Berman
Longitudinal’. Although their research was not yet published, it is clear
from Table 3.1 that choosing Hagar’s CDS was not coincidental, but rather
intentional as she exhibits the richest available CDS in Hebrew. I am again
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thankful for their courtesy to share their re-analysis with me. The CDS data
is transcribed with respect to the Hebrew orthography, which is an advan-
tage compared to a phonetic or even a broad phonemic transcription, since
in modern Hebrew there are several homophones, some of which participate
in morpho-phonemic processes. Therefore, a broad phonemic transcription
would introduce a great amount of ambiguity to the data and is also unneces-
sary for the purposes of this study that only accounts for morpho-syntactic
phenomena. Below is an example sentence of the CDS corpus of Hagar.
This sentence exemplifies how the transcription is orthographically-faithful,

"Yes, you are doing it very well on your own"

Figure 3.2: An example sentence analysis

as well as the facts that the prosodic stress is marked for words with more
than one syllable and that other prosodic markers that are expressed through
punctuation are also specifically addressed. Overall, Hagar’s corpus contains
24,171 utterances.
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Introduction to Universal Dependencies

This subsection gives a short overview of the Universal Dependencies schema
(Nivre et al., 2016). The Universal Dependencies was established to make a
uniform analysis (as much as possible) of syntactic relations between pairs
of words, with an objective not to rely on empty elements, movements and
intermediate representations as much as possible. This objective makes it
possible for languages with very different syntax to share analytic tools and
promotes the creation of multi-lingual tools, especially in the field of Nat-
ural Language Processing (NLP). The schema defines certain columns that
the analysis table must contain. First, token_id is the serial number of
each word or token in the utterance. The schema enables us to analyze
the utterance word for word or to split certain words into their composing
morphemes, such as the French article du, for example, which contracts the
articles de and le, each of which is considered a token, even though they are
not realized as separate units on the surface. This design enables researchers
to keep a consistent analysis for all the de + definite article in French and
for contracted forms in general and was therefore widely accepted.

The next columns are the form and the lemma. The form is the word
or token as they appear on the surface (as much as possible) and the lemma
is best described as ‘what can be found in a dictionary’ which is usually
the 3rd person, singular, masculine, past tense inflection. The pos column
specifies the part-of-speech tag for each token, out of a limited set of POS-
tags, and the xpos column enables to make language-specific distinctions,
such as the pro:dem label, that specifies that the word ze (token_id = 6)
is a demonstrative, and not just a simple PRON (Pronoun).

The head and deprel columns specify to which each word is connected
and in which type of relation. The types of relations between words also form
a closed and relatively small list. A graphic demonstration of the relations
between words and their heads can be found in Figure 3.3 below.

In figure 3.3 (that was generated by Qi et al. (2020)) we can see the POS-
tags, such as JJ (adjective), DT (determiner), etc. above each words, and
the labeled and directed edges, specifying that fox is the nsubj (nominal
subject) of jumped, and so on. The word jumped is unique in that it is defined
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Figure 3.3: Dependency relations between words in a sentence

as the root of the sentence. There must be only one root in a sentence, even
if it contains an embedded clause or a conjunction of sentences. The root
itself is not dependent on any other token, therefore its head is always 0.

It should be stated that the UD convention also require an analysis for
morphological features, like person, number, gender, etc, which this analysis
lacks although this information can be extracted from the transcriptions and
analyses available in CHILDES.

3.3 The Data in CHILDES

It was explained in Chapter 2 that in an ideal situation we would want to
have a pair of the CS and its corresponding CDS, both analyzed in the same
manner. On the one hand this type of data was said to be non existent, and
on the other hand we know the CHILDES platform hosts the transcriptions
and recordings of both CS and CDS, from the Berman Longitudinal corpus
as well as others. This raises the questions how can we say the ideal pair
does not exist, and why can’t we support our claims with more data from
what already exists in CHILDES? The answer is two-fold.

In 2013, all the data in the Hebrew section of CHILDES underwent re-
analysis as part of Gretz et al. efforts to build tools for Hebrew transcription
and morphological analysis (Albert et al., 2013; Gretz et al., 2015). Their
re-analysis was later accepted to the CHILDES project and replaced the
previous analysis. Here is an example of a sentence from Hagar’s corpus
after their re-analysis: As can be seen from the image, the syntactic rela-

tions in the %gra tier are ANONAGR (argument without agreement) and AAGR
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"What does Hagar do?"

Figure 3.4: Example sentence from the Hebrew CHILDES corpora

(argument with agreement) which only represent valency of predicates and
whether their arguments agree with their predicates in gender and num-
ber. There is also no notion of a subject relation or any other relation from
the UD schema, even though the data is analyzed as dependency relations.
Unfortunately, reducing the syntactic relations described in the UD scheme
to mere agreement between a predicate and its arguments (which is almost
completely unattested in Hebrew except for the predicate’s subject) ignores
important syntactic roles and relations that are needed in order to automat-
ically extract several morpho-syntactic elements. It is important to state
that the UD schema allows to add additional information in a specified, so
that the two analyses (the standard UD and Gretz et al. revised edition) can
potentially live side by side and there is no need to exclude one or another.

Another drawback of the data in CHILDES was mentioned earlier in this
chapter and that is the mismatch between the metadata that is reported
(namely, the number of files and as a result the number of utterances for
each child) and the actual data that was uploaded and is browsable and
downloadable. This mismatch creates a false image of the available data
and can affect the decision making process when deciding to use that data
for new projects.



Chapter 4

Defining Adult Stages

The purpose of this chapter is to introduce the suggested adult stages of
Hagar’s CDS and to elaborate on the motives and research procedure that
led to those stages. This procedure closely follows Kaplan’s methodological
choices in order to make Kaplan’s data on CS and this study’s data on
CDS more compatible with each other. The findings suggest that the adult
stages proposed here can in fact be determined according to the adult MPU
clustering described below, and that the transition of the adult from one
developmental stage to the next is interwoven in the transition of the children
from one stage to the next, as hypothesized.

4.1 MPU Clustering

Splitting the data according to a measure of grammatical complexity is a
methodological choice that is grounded in both aspects of this study – CS
research and CDS research. In CS research and specifically in Hebrew Ka-
plan found a strong correlation between the children’s MPU and their age
(r = 0.86), and this correlation also corresponds to De Villiers and De Vil-
liers (1973) study that found that MLU in English speaking children is a
far better predictor of the age of acquisition than chronological age. From
the CDS research perspective, it was attested by Newport et al. (1977) that
the parental propositional complexity increases with the children’s MLU. It
was therefore decided to follow the same logic in this study and to split the

17
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CDS data of Hagar according to the adult MPU. To make the CS and the
CDS most comparable, and since Kaplan’s children age range significantly
overlaps with Hagar’s age, it was also decided to follow Kaplan’s choice
of having 5 age groups and split Hagar’s CDS into 5 developmental stages.
The clustering itself is the output of applying the K-Means algorithm (Lloyd,
1982; Forgy, 1965; MacQueen, 1967) on Hagar’s CDS with k = 5, for the
reasons mentions above. The K-Means algorithm assigns each data-point to
the cluster with the nearest mean, with the objective to keep the in-cluster
variance to a minimum. Note that it is not required that the mean is a
data-point of its own, it can be (and usually is) an abstract point in the area
of the suggested cluster, and during the iterative process of the algorithm it
may change its place several times, until the algorithm converges.

4.2 Pre-processing

Before calculating the adult MPU, some pre-processing needs to take place;
First, unnecessary lines are removed, that is - lines of un-interpretable speech
(where the form columns has the value xxx) and punctuation lines (where
the pos column has the value PUNCT). Then, the length of every utterance is
calculated to look for anomalies. In the case of Hagar’s CDS there were only
two utterances that were exceptionally long – one with 63 morphemes and
the other with 48 morphemes. After removing the two longest utterances
the next 5-longest utterances had between 32 and 37 morphemes each.

4.3 Results

Figure 4.1 shows the mean MPU of the CDS utterances according to Hagar’s
age in months. So, for example, when Hagar is 2 years old (24 months) the
mean MPU of her CDS is 4.747, and so on. Figure 4.1 demonstrates how
Hagar’s CDS becomes more complex grammatically and more varied over
time. We want to cluster these data points and define each cluster as a
developmental stage for the adult - this procedure is the CDS adaptation of
Kaplan’s procedure to split the CS data into stages, only Kaplan’s motives
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Figure 4.1: MPU of Hagar’s CDS according to Hagar’s age

were to split the children into evenly numbered groups (see Table 2.1) and
the distinct mean MPU between the age groups was a byproduct of that
split, whereas in this study the mean MPU of the CDS determines the split
via a clustering algorithm called K-Means clustering (Lloyd, 1982; Forgy,
1965; MacQueen, 1967). This algorithm partitions n observations into k

clusters. In this case I chose k = 5 clusters to fit the number of age-groups
in Kaplan’s study. The algorithm assigns each data point to the cluster
with the nearest mean, with the objective to keep the in-cluster variance to
a minimum.

(a) Adult Stages by K-Means Clustering (b) Child Stages by Kaplan

Figure 4.2: Child stages and adult stages projected on CDS MPU data

Figure 4.2 shows the results of two possible clustering methods. Fig-
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ure 4.2a shows the results of the K-Means clustering described above. This
clustering matches our intuition about the ‘correct’ split and is also mathe-
matically sound. The clustering on figure 4.2b, on the other hand, represents
the clustering we would have got had we used the developmental stages de-
termined by Kaplan. In other words, it represents a scenario where we study
CDS according to the developmental stages of children. The clustering de-
rived from that decision is irrelevant to CDS research and strengthen the
need for a designated analysis of CDS. Figure 4.2a strengthens this study
hypotheses that CDS does in fact exhibit clear and distinguishable stages,
and that those stages can be determined by the adult MPU. Nevertheless,
the adult-stages and the child-stages are related. If we put the two charts
on top of each other, we get figure 4.3 below:

Figure 4.3: Adult stages and child stages combined

In figure 4.3, as in 4.2 the solid blue vertical lines indicate the adult stages
and the dashed purple lines indicate the developmental stages determined
by Kaplan. The adult stages seem to alternate almost perfectly with the
children stages, thus strengthening the hypothesis that the adult is slightly
ahead of the child in terms of the development of their CDS.



Chapter 5

Developmental Evidence for
Stages

This chapter provides further evidence for the developmental stages in CDS.
It does so by examining the distribution of usage of morpho-syntactic ele-
ments in the CDS and compare that distribution with the age of acquisition
of such elements in children according to Kaplan’s findings. We expect to
see that the adult’s usage of an element peaks slightly before or during the
time this element is considered acquired. Acquisition in that sense is defined
by Kaplan as achieving at least 90% accuracy in correct usage in contex.

The procedure of examining the distribution of an element in the CDS
starts with extracting the relevant utterances (i.e. utterances that contain
an occurrence of the element) - this step is not always straightforward as the
data is annotated according to the UD standards and not every distinction
that is meaningful for CDS research in Hebrew is part of that schema. To
deal with that, some of the elements were extracted using heuristics or by
elimination. Still, several elements could not be examined at all - see chpater
6 for an elaborated discussion.

5.1 Pre-processing

Before the distributional analysis can take place it’s important to review
the meta-data of the various stages determined in chapter 4. Table 5.1

21
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summarizes the number of utterances in each of the suggested adult stages.

Stage 1 Stage 2 Stage 3 Stage 4 Stage 5

Number of utterances 6568 7813 6362 2967 462

Table 5.1: Number of utterances per CDS stage

Stages 1-3 contain roughly the same number of utterances, stage 4 con-
tains significantly less utterances but the difference is not an order of mag-
nitude. Stage 5, on the other hand, is about an order of magnitude smaller
than the others. This is due to the fact that this stage contains a single ses-
sion that took place 3 months after the main part of the study. For stages
1-4, each data point in the chart (figure 4.1) represents the average MPU
over at least 10 different sessions.

For this reason it was decided to exclude stage 5 from any further analy-
sis. In that way we would not make an unreasonable and unfair expectation
to see the distribution of an element peaking before (i.e. in stage 4 which
is also significantly smaller) or during stage 5. Also, recall from chapter
2 that Kaplan’s study involved children aging 3;6 (42 months, which falls
under stage 5 in adult stages) as a control group. By this time, many el-
ements that were not acquired before were already acquired in the control
group, so there is also a question of what exactly is the age of acquisition
for these elements. There are also several elements that were not acquired
even by 3;6, which raises more questions regarding the nature of CDS in
later stages of language acquisition (age 3;1 and above). These questions
are beyond the scope of this study and are discussed in the future research
section. Therefore, the primary focus henceforth would be on stages 1-4.

5.2 Results

Out of 59 elements that Kaplan examined in CS, only 30 can be automat-
ically or heuristically extracted from the CDS data (see chapter 6 for a
detailed discussion). This section starts with an overview of the different
adult stages in terms of their grammatical complexity and the overall dis-
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tribution of morpho-syntactic elements across different stages. Let us define
two measures for evaluating the elements’ size and the density of each stage.

We denoe µ as the average number of occurrences across all the elements
in a stage, since there are 30 elements overall and all the elements have fully
specified values for each stage, the average is the the sum of occurrences for
all the elements, divided by 30. In other words, this average represents the
size of the average element in a stage.

µj =
1

30

30∑
i=1

occurrences of i-th element

So, for example in stage 1 the sum of all the occurrences of the elements
in 7229, therefore the average element in stage 1, denoted by µ1 = 7229

30
=

240.97. It goes without saying that a single utterance can contain more than
one element, but we are interested in the size of the average element and
what we can learn from this size with respect to the the total size of the
stage. Now, we can define Density as the percentage of the average element
size in the total size of the stage.

Densityj =
µj

number of utterances in stage j
· 100

The Density measure reflects the amount of grammatical complexity in a
stage. Since this value is normalized by the size (i.e. number of utterances)
of the stage, we can safely compare the grammatical complexity of the stages
without the bias caused by their different sizes.

Figure 5.1: Density of adult stages

Figure 5.1 shows the growth in the density of the different stages. This



5.2 Results 24

growth is a result of the growth in the average element size, combined with
the number of utterances in each stage. So, even though the number of
utterances in stage 3, for example, is lower than in stages 1 and 2, there
are more morpho-syntactic elements per utterance, and therefore the overall
density of the stage is higher. An exhaustive list of all the morpho-syntactic
elements that were inquired and their number of occurrences per stage is
brought in Appendix A.

Let us now move to a demonstration of the correspondence between the
distribution of elements in the CDS and their stage of acquisition by children
according to Kaplan. Recall that we predict that morpho-syntactic elements
would be acquired at the point where the adult uses them the most in their
CDS. Elements that exhibit this pattern, that is - a peak in usage, dur-
ing which (or followed by) the element is acquired are considered matching
the prediction (henceforth will be referred to as ‘matching distribution ele-
ments’).

Examples for such elements are shown below alongside with exemplary
usage

(a) who’s a wolf and who’s a smurf?

(b) Distribution of regular conjunction

Figure 5.2: Regular conjunction, example and distribution

Figure A.13 shows the distribution and acquisition of the conjunction el-
ement ‘we’ ,ו!) ‘and’ ), as well as a real example of usage taken from the data .
This elements includes conjunction of names, NPs, predicates (that have the
same subject) and utterances. It does not include ‘demi’-conjunctions that
appear at the beginning of the utterance and do not connect two elements.
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These conjunctions, termed here ‘initial-we’ are considered a separate ele-
ment and are also acquired at a different stage according to Kaplan. The
regular conjunction brought here is acquired by children between 2;7 and 3;0
(31-36 months), which is indicated in the figure by the dashed purple lines.

The distribution of the element across the different stages is represented
by the grey area, and the adult stages are the solid blue lines. It is clear from
the figure that the adult usage of regular conjunctions is increased during
stage 3, and the acquisition of the element according to Kaplan’s findings
immediately follows that peak, as expected.

The regular conjunction is easily extracted automatically from the data,
as can be seen in the exemplary utterance in A.13a, the conjunction mor-
pheme is separated in its own line and its POS-tag is CONJ - this is a unique
POS tag that can only be assigned to conjunction elements. Therefore,
to automatically extract all the conjunction we simply need to extract all
the lines that have a form = we, pos = CONJ where the token_id does
not equal to 1 (to separate them from the ‘initial-we’ that is not used for
conjunction).

The following example belongs to a morpho-syntactic element that can-
not be extracted automatically, and demonstrates how such elements can
be extracted heuristically - using verbs in future form to convey imperative
meaning (as described in Kalev (2017)).

Looking at the UD-analysis of the verb tistaklı̄, we see it is only marked
as a verb, with xpos = v, which is used for all the verb forms except present
tense ones, therefore heuristics must be used. First, a list of all the verb in the
corpus was extracted. Notice that this corpus is orthographically faithful, so
we can easily extract all the verbs that start with one of the four letters that
can indicate future form .(איתנ|!) Then, a manual inspection of those verbs
(about 1000 verb types) takes place to keep only those verbs that start with
(איתנ|!) and are in future tense. Finally, the list of future verbs is filtered
to include only the verbs that start with /t/, assuming that the imperative
meaning is addressed to 2nd person. A manual inspection of 100 verb tokens
(randomly sampled) was conducted post-processing to make sure the usage
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(a) look what he’s doing

(b) Distribution of future forms as im-
perative

Figure 5.3: Future forms to convey imperative meaning, example and
distribution

of those verbs was to convey imperative meaning, with roughly 2% error.
Figure A.5b shows how the adult usage of this element peaks during

adult-stage 2 while the acquisition of this element by Kaplan happens during
adult-stage 3, as initially hypothesized. The following sections elaborate on
cases where the distribution combined with the stage of acquisition does
not match the prediction, i.e. where the acquisition happens before the
peak (the ‘too many’ case) and where the acquisition does not happen at
all, regardless of the peak (the ‘too few’ case). The quantitative difference
between elements that were eventually acquired and elements that were not
acquired at all by the end of Kaplan’s study is also discussed.

5.2.1 Upper Bound

Some elements, namely the present and past verb forms, are acquired before
the adult usage peaks. They are considered acquired at the very first stage
in children, 1;9 – 2;0 (21-24 months). Since Kaplan’s study only begins at 21
months it is plausible that the children reach 90% accuracy in these elements
even before 21 months, yet it is clear from figure A.2b that the adult usage
peaks during stage 2 (and we know it is not just a matter of size of the stage
because stage 3 contains less utterances than stage 1, yet in present tense
verbs stage 3 surpasses stage 1).
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(a) (we’re) not playing on the roof right
now

(b) Distribution of present tense verbs

Figure 5.4: Present tense verbs, example and distribution

What could be the reason for this early acquisition? Taking a closer look
on the adult usage of present tense verbs we see a very extensive usage of
this element from the very beginning. In stage 1 alone there are almost 2000
occurrences of present tense verbs, compared to several hundreds occurrences
in stage 1 for matching-distribution elements. We must therefore conclude
that the acquisition of an element relies not only on the distribution of the
element’s occurrences in the adult speech, but also on some sort of upper-
bound above which the element will be acquired regardless of the overall
distribution. In other words, getting "too many" examples of an element
can facilitate acquisition, and it is beyond the scope of this study to discuss
why and how the mental state of children and their ability to grasp the
passage of time at 21 months make present and past verbs ideal candidates
to surpass that upper bound.

5.2.2 Lower Bound

This section accounts for elements that were not acquired at all by age 3;6,
but according to their usage pattern should have been acquired. Figure
A.29 shows the usage of the preposition Qal (on, about) when it is inflected
(that is, followed by a pronoun. Since this corpus lists each morpheme in
a separate line we need to use our knowledge on Hebrew to conclude that
every Qal that is followed by a pronoun is actually a single word and not two).
Kaplan asserts that this element was not acquired by age 3;6 (42 months),



5.3 Summary 28

even though its usage distribution suggests it should have been acquired by
32 months.

(a) she was angry with him, right?

(b) Distribution of inflected Qal

Figure 5.5: Inflected Qal, example and distribution

Taking a closer look, we can see that there are only 54 occurrences of
Qal in the entire corpus, compared to hundreds of occurrences per stage for
elements that were acquired. Therefore, we also have to take into account a
lower-bound for the minimum number of occurrences required for an element
to be acquired.

5.3 Summary

The findings of this study show that for most elements the distribution of
the adult usage can serve as a good indicator for the stage of acquisition in
children. In other words, we can expect an element to be acquired during
or after the peak in the adult usage.

There are, however, several elements that do not follow this distributional
pattern, i.e. are acquired before the peak or not acquired at all even when the
distribution suggests a valid and reasonable time for acquisition. A close look
at the absolute number of occurrences in each stage reveals that elements
that were acquired before the peak had about an order of magnitude more
occurrences than matching-distribution elements, and on the other hand
elements that were not acquired at all had about an order of magnitude less
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occurrences than matching distribution elements. The proposed explanation
for these exceptional elements is the existence of upper and lower bounds
for acquisition, where elements that surpass the upper bound very early are
expected to be acquired very early as well regardless of their distribution in
adult speech, and elements that do not reach the lower bound will not be
acquired even if their distribution can fit a certain age of acquisition.

(a) Total number of occurrences in cor-
pus

(b) Number of occurrences per adult
stage

Figure 5.6: Distribution of occurrences of elements

Figure 5.6 above reviews the total number of occurrences of the exem-
plary elements presented in this chapter. Figure 5.6a shows the total number
of occurrences in the entire corpus - the middle columns represent matching-
distribution elements (conjunction-we and future-indicating-imperative), the
leftmost column represents an element below the lower bound (inflected Qal)
and the rightmost column represents an element above the upper bound
(present tense verbs). Across the entire corpus, the difference in the pro-
portions of the matching-distribution elements and the extreme elements is
significant. Figure 5.6b shows a finer-grained distribution of the number of
occurrences of elements per stage. This figure demonstrates the differences
in the number of occurrences especially in the first stage, where the upper
bound limit is (probably) already surpassed.

Another point of discussion is the difference between elements that were
eventually acquired by 3;6 (42 months) and elements that were not acquired
even by that time. Since stage 5 was initially excluded from the analysis,
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these elements were not part of the main results, yet it is interesting to
investigate the difference between these groups.

Late Acquisition No Acquisition

Total number of elements 10 9
Number of extractable elements 9 3
Smallest element 70 54
Largest element 496 80
Avg. size of element 284 64.67
Median element size 316 60

Table 5.2: Differences between late-acquisition and no-acquisition

Table 5.2 shows how elements that were acquired (except one) are signif-
icantly larger than elements that were not, albeit most element from the no-
acquisition group cannot be extracted automatically or heuristically. These
results further support this study’s main claim that a quantitative difference
in the adult speech along with a lower bound may determine which elements
will be acquired and which elements will not. It goes without saying that
these elements will eventually be acquired in a later stage that is beyond the
scope of this study.



Chapter 6

Limitations of the Study

This study was conducted using relatively limited resources, with non-trivial
properties. Therefore, in order to generalize from its results several aspects
should be taken into consideration. This chapter reviews these aspects and
suggest ways that future research can use to overcome these limitations in
similar studies.

6.1 Case-study

It should be stressed that the CDS part of this study is based on a single
corpus of CDS. In general, a single corpus can be biased towards certain
phrases or structures that are idiosyncratic to the participating adults. In a
cross sectional studies such differences would have been canceled out by other
idiosyncrasies and the corpora would be less biased overall. Another non
trivial property of this corpus is that it was originally recorded in the 80’s and
re-analyzed in 2019, and therefore the usage of morpho-syntactic elements
may be different than what we expect from modern Hebrew - for example,
the usage of the word !Mע (‘with’ ). It might be the case that in the 80’s the
inflected version of !Mע was עמו! (‘with him’ ), which is phonetically similar
to the non-inflected form, so the relation between the two forms is more
transparent, whereas nowadays !Mע exists only in isolation (not inflected)
and the inflected form is ,אתו! and that relation is much more opaque. There
is no way of knowing what was the pronunciation Hagar actually heard, as
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the corpus is split by the morpheme, so either way there are two separate
lines, one with !Mע and the following with .הוא! Also on that topic, the usage
of certain morpho-syntactic elements in the 80’s might have been due to their
overall frequency in adult-to-adult speech, but such analysis on the token
frequency in spoken Hebrew in the 80’s does not exist. Further research
should take into account different fashions and time differences and try to
include corpora that is as homogeneous as possible.

The last non-trivial property of Hagar’s CDS corpus is that is addressed
to Hagar, who is a girl. This single property may skew the distribution
of every morpho-syntactic element that is related to grammatical gender in
Hebrew. Ashkenazi et al. (2015) found that girl’s parents use more femi-
nine verbs and boy’s parents use more masculine verbs. The feminine form,
however, is considered marked and therefore should be acquired after the un-
marked form (this is also supported in Kaplan’s findings). The differences
between CDS that is addressed to a girl versus CDS that is addressed to a
boy deserve a research of their own (beyond the results of Ashkenazi et al.,
2015), and so are the assumptions on the order of acquisition in boys and in
girls. This study’s findings support the idea that there might be different or-
ders of acquisition, including the acquisition of marked and unmarked forms,
that are due to the distributions of these forms in the CDS (as we assume
CDS-to-girl would be much richer in marked forms than CDS-to-boy).

6.2 Automated Analysis

This study uses a corpus of about 24K utterances. This amount of utter-
ances cannot be searched manually, and therefore the extraction of morpho-
syntactic elements relies only on automated and heuristic-based methods.
However, out of 59 elements in Kaplan’s research, only 30 can be extracted
automatically or by heuristics. This is due to several factors. First, the
entire category of agreement related elements is undetectable in adults, and
this is because adults produce utterances with the correct agreement most
of the time (there are mistakes, of course, but they are not systematic uses
that can count towards a distribution of their own). Second, many elements



6.3 Built-in Corpus 33

cannot be extracted automatically because they are defined through context.
For example the element "using a pronoun as a subject when describing a
picture", which is an extreme, but also more standard phenomena like the
different meanings of dative - location, beneficiary, etc. These elements can
only be understood by a manual examination of the entire context in which
the utterance takes place. Such context does not exist in the data (only
in the metadata on the CHILDES platform), and cannot be automatically
understood since the possible contexts are varied, not coded in a systematic
way, and even if such coding existed it is not clear how each context-related
element would benefit from it. Future research can build a coding system
for the different contexts with the morpho-syntactic elements in mind, and
that might enable to investigate the acquisition of context-related elements
as well.

6.3 Built-in Corpus

The last type of limitation comes from the fact that this corpus is transcribed
in Latin script (and special IPA characters (Association et al., 1999)) and an-
alyzed (by Abend’s group (Szubert et al., 2021)) based on the UD-scheme,
each imposes its own limitations. Starting with the latter, the UD-based
scheme used for this corpus is missing several components that the gen-
eral UD scheme defined, the most important of which is the morphological
features component. This component defines the morphological features
for each token, based on the morphological distinctions that each language
makes. In Hebrew, the UD scheme defines that tokens should be speci-
fied for gender, number, definiteness, person, Binyan (morphological tem-
plate), tense and voice (each of them is specified when relevant). The lack
of morphological annotation makes it very difficult to find morpho-syntactic
elements that are related to those morphological features, for example the el-
ement ‘plural feminine adjectives’, ‘plural demonstratives in agreement with
a noun’ and others.

A possible workaround would be to analyze the utterances through a
modern Hebrew analysis tool such as YAP (More et al., 2019), AlephBERT



6.3 Built-in Corpus 34

(Seker et al., 2021) or UDPipe (Straka and Straková, 2017), that outputs
the morphological features to some degree of accuracy. However, using these
tools requires the input would be in Hebrew script.

In the case of the Latin script, although it is orthographically faithful to
the Hebrew script, there isn’t a one-to-one mapping between them, that is, it
is not trivial to automatically transform the Latin script into Hebrew script,
due to non-deterministic writing conventions in Hebrew, such as when to
include vowels (Matres lectionis). This decision requires attention and ex-
amination and native Hebrew speakers can disagree on the writings of words
in that aspect (and in others). It is therefore very difficult to automatically
transform from one script to another without knowing a-priori what the con-
ventional writing of a word is, because modern models rely on conventional
writing to identify words, and using different writings may cause them to
misdiagnose a word and lose accuracy.

Future research on the morphology and syntax of CDS can spare the ef-
fort of transcribing recordings according to IPA conventions and use modern
Hebrew script, which is much faster and more accurate to transcribe, along-
side with modern tools, to receive fast and fairly accurate morpho-syntactic
analyses.



Chapter 7

Discussion

The following discussion summarizes the main findings of this study, raises
questions regarding the relationship between morpho-syntactic acquisition
and distribution and suggests ideas for future research.

This study is grounded in the theoretical approach of social-interactionism
that emphasizes the learning experiences in the course of language acquisi-
tion. To support such theoretical framework domain-general mechanisms
must be taken into account, and specifically this study focuses on statisti-
cal learning as one such mechanism. In the light of this theory, it was this
study’s aim to investigate CDS from a perspective that hasn’t been investi-
gated before. Most studies on CDS treat it as a unitary phenomenon and
analyze it as one piece, however this study shows that CDS is more similar in
nature to CS, and therefore should be analyzed in a similar way, essentially
as a series of developmental stages, where each adult developmental stage
has its own unique properties.

To meet this goal two corpora of CDS and CS were used. First it was es-
tablished that the CDS corpus can be split into developmental stages based
on a measure that is also used for analyzing CS - the MPU. This split yielded
adult stages that correspond almost perfectly to the child stages, indicat-
ing that the adult is slightly more advanced than the child (the alternation
shows that first the adult transitions to the next stage and then the child).
The second step involved a thorough analysis of the distribution of morpho-
syntactic elements in the CDS, and comparing these distributions with the
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known ages of acquisition of the same elements. The findings show that for
most elements there is a peak in the adult usage of an element slightly before
or during the period in which it is acquired. This indicates, as hypothesized,
that CDS is not a unitary phenomenon, but rather a fine-tuned developmen-
tal process with great sensitivity to the child’s abilities and knowledge.

The findings also show that there are upper and lower bounds for ac-
quisition, meaning that the absolute number of occurrences of an element
in CDS can strongly affect the age of acquisition. It was shown that for
elements with order of magnitude more occurrences the age of acquisition
is rather early, even though those elements only peak at a later stage (i.e.
these elements exceed the upper bound, so they are acquired before this
study’s predictions), and also the mirror image of that phenomenon - ele-
ments with too few occurrences were not acquired in the CS data (until age
3;6). These thresholds offer a usage-based account for the order of acquisi-
tion of morpho-syntactic elements.

This study provides another justification for Newport et al. results that
the language environment of the child becomes increasingly more complex
in correspondence with the child’s language skills, as well as to the results
of Moerk that the frequency of the input from the environment is highly
related to the frequency of production and thus to the age of acquisition
(as it is calculated as a percentage of the correct usage). In another study,
Ashkenazi et al. found that the complexity of verb paradigms also grows
with the child’s age, thus aiding the verb acquisition process.

This study has two main contribution. First it demonstrates the bi-
directional relationship and influence that CDS and CS have on each-other.
A part of that bi-directionality was also attested in Irvin et al. (2016), that
found mutual influence on syntactic elements between mothers and children.
Second and more important contribution is the new approach to CDS analy-
sis as a series of developmental stages. This raises several questions regarding
the nature of CDS as a sub-system of the adult mature and change-resistant
system - is the adult language really change-resistant? If not, what drives
the change? There is also a question about the duration in which these
two systems co-exist and if at some point the adults "steps down" since the
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child is now able to make their own examples. Of course, the most interest-
ing question in that aspect is how to incorporate all the environmental input,
including the child-generated content and its feedback, into a comprehensive
model. Such model will be able to shed new light on the role of input in
the process of acquisition as well as on the mutual influence between parents
and children.

Future Research

Several directions for future research can be used to replicate and enhance
the results of this study. First and most obvious is to use an actual parent-
child dyad instead of extrapolating from cross-sectional data. Even better
would be to use multiple such dyads, if this sort of data can be provided.
Another understudied aspect is the role of parental input beyond the age of
3;6, that can suggest what happens to the adult system once the child can
make their own examples.

The split into developmental stages, being this study’s biggest contri-
bution, can be further studied and generalized over a large number of CDS
corpora. It may be interesting to see whether there are differences in this as-
pect between parents of typically developing children and parents of children
with speech and communication disorders.

Gender differences are also interesting, Ashkenazi et al. (2015) found
that there are significant differences between CDS that is addressed to boys
and CDS that is addressed to girls, but their primary focus was on verb
paradigms. This idea can be extended to include all morpho-syntactic el-
ements that are influenced by grammatical gender and provide a unified
analysis of the differences in acquisition of these elements between boys and
girls as well as the differences in the distribution of these elements in CDS
(addressed to either boys or girls).

On the technical side, modern tools for dependency analysis can be used
to re-analyze the entire corpus. Such tools can also eliminate a large part of
the complexity of transcribing speech, as they work directly on the Hebrew
script, on which the inter-annotator agreement is significantly higher than
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on the appropriate IPA transcription (as evident in the current state of
the Hebrew corpora in the CHILDES project). The output of these tools
is a dependency analysis between words (or morphemes) in an utterance,
and this analysis can be expanded further to include dependencies on more
complex phenomena such as co-reference, raising verbs, etc. and can also
provide insights on the developmental path of other relatively less studied
aspects of language like discourse.

Finally, incorporating child-generated examples and the parental feed-
back that follows (or lack thereof) into the predictive model and then ex-
amining the distribution of the joint data. Taken together the directions for
future research suggested here can shed new light on the mutual influence
between CDS and CS and the general role of social interaction in the process
of language acquisition .



Appendix A

Supplementary Material - CS

A.1 Kaplan’s Results -

Exhaustive List of Correct Usage

Figure A.1 below is an comprehension of all the results tables from Kaplan’s
study. As was stated in Chapter 3, it is clear from the tables that the
morpho-syntactic element do not exhibit a U-shaped learning curve, but
rather develop linearly. The tables are conditionally formatted as a heat
map, with 70 as the middle value (coded with yellow). It is important to
note that these are raw data from Kaplan’s study and were not manipulated
in this study, the only intervention is the coloring.
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Figure A.1
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Figure A.1: Percentage of correct usage of elements by Kaplan
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A.2 Results for all morpho-syntactic elements

The following figures contain all the morpho-syntactic element that were
examined in this study, including the ones presented in Chapter 5. For each
element the right-hand side of the figure displays the distribution of this
element in CDS (grey area) and the age of acquisition in children (dashed
purple lines). The left-hand side contains an example sentence from the
CDS corpus that uses this element. The elements are organized by their
age of acquisition in children. Note that for elements that were eventually
acquired by the age of 3;6 the purple dashed lines are not marked since the
exact period is unknown, and the same holds for elements that were not
acquired at all by the end of Kaplan’s study.

A.2.1 Age 1;9 - 2;0 (21-24 months)

(a) (we’re) not playing on the roof right
now

(b) Distribution of present tense verbs

Figure A.2: Present tense verbs, example and distribution
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(a) That’s the animal that uncle Simcha
brought. (b) Distribution of past tense verbs

Figure A.3: Past tense verbs, example and distribution

A.2.2 Age 2;1 - 2;3 (25-27 months)

(a) What is that here, tell me. (b) Distribution of imperative verbs

Figure A.4: Imperative verbs, example and distribution
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A.2.3 Age 2;4 - 2;6 (28-30 months)

(a) look what he’s doing

(b) Distribution of future forms as im-
perative

Figure A.5: Future forms to convey imperative meaning, example and
distribution

(a) Right, what is he holding in the
hand? (b) Distribution of be + ha

Figure A.6: ‘In + the’, example and distribution
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(a) Letter with stamp

(b) Distribution of isolated im

Figure A.7: Isolated ‘with’(preposition), example and distribution

(a) But this is not our car
(b) Distribution of shel

Figure A.8: shel (possessive preposition), example and distribution

(a) Do you pet him?

(b) Distribution of et + pronoun

Figure A.9: et (accusative marker) + pronoun, example and distribution
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(a) Here, I’ll look

(b) Distribution of pronoun ‘I’

Figure A.10: I (1sc pronoun), example and distribution

(a) He is cutting wood

(b) Distribution of pronoun ‘He’

Figure A.11: He (3ms pronoun), example and distribution

(a) And what is this here?

(b) Distribution of initial ‘we’

Figure A.12: Initial conjunction marker, example and distribution
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A.2.4 Age 2;7 - 3;0 (31-36 months)

(a) who’s a wolf and who’s a smurf?

(b) Distribution of regular conjunction

Figure A.13: Regular conjunction, example and distribution

(a) Oh, it’s impossible because there is no
hole. (b) Distribution of word ‘ki’

Figure A.14: ‘ki’ for reasoning, example and distribution
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(a) Maybe dance with me?
(b) Distribution of preposition ‘im’ +
pronoun

Figure A.15: with + pronoun, example and distribution

(a) He rubs cream on the cheek (b) Distribution of preposition ‘al’ in iso-
lation

Figure A.16: on/about in isolation, example and distribution
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(a) Travelling in a boat, good
(b) Distribution of preposition ‘be’ in
isolation

Figure A.17: ‘In’ in isolation, example and distribution

(a) You’ll draw circles and I’ll watch
(b) Distribution of plural nouns (mascu-
line suffix)

Figure A.18: Plural nouns (masculine siffix), example and distribution

(a) I’ll call Mother Michal
(b) Distribution of future tense verbs

Figure A.19: Future tense verbs, example and distribution
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A.2.5 Acquired by 3;6 (42 months)

(a) Here’s ice cream

(b) Distribution of plural nouns with
feminine suffix

Figure A.20: Plural nouns feminine suffix, example and distribution

(a) So maybe bring him little crumbs? (b) Distribution of plural masculine ad-
jectives

Figure A.21: Future plural adjectives masculine suffix, example and dis-
tribution
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(a) That’s a flower, and inside the flower
there’s a number

(b) Distribution of preposition ‘betox’

Figure A.22: Preposition ‘betox’ (inside), example and distribution

(a) Are those Luli and Adam from the
children’s house? (b) Distribution of preposition ‘me’

Figure A.23: Preposition ‘me’ (from), example and distribution
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(a) To America, like Uri?

(b) Distribution of preposition ‘kmo’

Figure A.24: Preposition ‘kmo’ (like), example and distribution

(a) Play a song with it

(b) Distribution of preposition ‘be’ +
pronoun

Figure A.25: Preposition ‘be’ (in) + pronoun, example and distribution

(a) What is she doing?

(b) Distribution of pronoun ‘hi’ (she)

Figure A.26: Pronoun ‘hi’ (3fs), example and distribution
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(a) They are going to the beach
(b) Distribution of preposition ‘hem’
(they)

Figure A.27: Pronoun ‘hem’ (3mp), example and distribution

(a) But Hagari also takes her sandals off
when she goes to sleep

(b) Distribution of temporal ‘kshe’
(when)

Figure A.28: Complementizer ‘kshe’ (when) , example and distribution
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A.2.6 Not acquired by 3;6

(a) she was angry with him, right?

(b) Distribution of inflected Qal

Figure A.29: Inflected Qal, example and distribution

(a) Right, yellow eggs.

(b) Distribution of plural feminine adjec-
tives

Figure A.30: Plural adjectives (feminine suffix) , example and distribution
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(a) Not under the bed.
(b) Distribution of preposition ‘mitaxat’
(under)

Figure A.31: Preposition ‘mitaxat’ (under) , example and distribution
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 תקציר 
 

לרכישת שפה נוטים להתמקד בהשפעת התשומה    מחקרים בגישה האמפיריציסטית

ההורית על הפקת הדיבור אצל הילד, וכיצד אפשר לראות בתשומה הזו איזשהו ייצוג לשלב  

ההתפתחותי של הילד. מחקר זה בוחן את התשומה ההורית מהכיוון ההפוך, כלומר  

 בהסתכלות על ההשפעה של ההפקה הילדית על תשומת ההורה. 

יל בהצעת שלבים התפתחותיים בקורפוס הדיבור המבוגר, בעזרת  בפועל, מחקר זה מתח 

מדד שבאמצעותו נקבעים שלבים התפתחותיים אצל ילדים. לאחר מכן, נבדקת ההתפלגות  

תחביריים אצל המבוגר בשלבים השונים, ביחס לגיל הרכישה של  -של אלמנטים מורפו 

ותיים המוצעים עבור  האלמנטים האלה אצל ילדים. התוצאות מראות כי השלבים ההתפתח 

רגישים מאוד לגיל   , ובפרט ההתפלגות של מופעי האלמנטים בכל שלב,דיבור המבוגר

מקדים לאילו אלמנטים  -אלו אצל הילד, ואף יכולים לשמש סמן  הרכישה של אלמנטים

שימוש  -תחביריים יירכשו )ומתי, אם בכלל(. מחקר זה גם מציע  הסבר מבוסס-מורפו

ופעים של אלמנט בדיבור המבוגר שנדרש כדי שהאלמנט יירכש ע"י  למספר המינימלי של מ 

  הילד. 



 אביב -אוניברסיטת תל

 הפקולטה למדעי הרוח ע"ש לסטר וסאלי אנטין 

 החוג לבלשנות 

 

 

 

 

 

   –מעשה אבות סימן לבנים, ולהיפך  

 מציאת שלבים התפתחותיים בדיבור המבוגר אל הילד
 

 

 

 

 לקראת תואר חיבור זה מוגש כעבודת גמר 

 ( באוניברסיטת ת"אMA"מוסמך אוניברסיטה" )  

 

 

 

 

 ידי -על

 סתיו קליין 

 

 בהנחיית 

 פרופ' רות ברמן 
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